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Symmetry and Similarity

Chapter 8. 

Symmetry and Similarity


The investigation of molecular structure involves research on its constitution (i.e., the number and chemical identity of atoms and bonds joining them) and configuration in 3D-space.


Molecules show various types of geometrical symmetry. The symmetry is reflected in several molecular properties, such as dipole moments, IR vibrations, 13C - NMR signals etc., properties which are dependent on the spatial structure of molecules. The molecular topology reveals a different type of symmetry: the topological symmetry (i.e., constitutional symmetry). It is defined in terms of connectivity, as a constitutive principle of molecules and expresses the equivalence relationships between elements of graph: vertices, bonds or larger subgraphs. It makes use of groups theory formalism in modeling an N - dimensional space. The geometrical aspects are disregarded.


Similarity (or relatedness) of molecular structures expresses the common features occurring within a set of molecules. It is established on the ground of various criteria and procedures. Both symmetry and similarity provide equivalence classes: the first one at the level of molecular graph and its subgraphs while the last one among the members of a whole set of molecules. The two notions are interrelated, as will be detailed in the following.

8.1. Isomorphism and Automorphism


Let  G = (V, E) and G' = (V', E')  be two graphs, with (V(  = (V'( , and a function  f, mapping the vertices  of  V onto the vertices belonging to the set V',  f : V ( V' . That is, the function f makes a one-to-one correspondence between the vertices of the two sets. The two graphs are called isomorphic, G ( G', if there exists a mapping f that preserves adjacency (i.e., if  (i, j)( E, then  (f (i), f ( j ))( E' ). In searching isomorphicity, labeled graphs are compared. In the chemical field, such a study will answer if two molecular graphs represent one and the same chemical compound.

Let the mapping be a permutation P, represented in a two-row notation1  as:
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which  shows that vertex 1 gets permuted to vertex p1, vertex 2 to vertex  p2, vertex i to vertex pi and so on. The permutation that leaves the graph unchanged is called the permutation identity and denoted P11. Some permutations preserve the adjacency and some others not. The former type provides an isomorphism of a graph with itself,  which is called an automorphism.


Let Aut(G) = (P11, P1i, P1j...) be the set of automorphisms of a graph G and 
[image: image2.wmf]Ä

 a binary operation (i.e., a composition rule) defined on that set. Aut(G) is called an automorphism group if the following conditions are satisfied: 2, 3 


1. For any two permutations P1i, P1j ( Aut(G)  there exists a unique element, P1k ( Aut(G), such that  P1k = P1i 
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P1j .

2. The operation is associative:  P1i 
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 P1j 
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 P1k = P1i
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 (P1j 
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P1k ) = (P1i 
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P1j) 
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 P1k, for all  P1i, P1j  and P1k ( Aut(G).
3. The set Aut(G) contains a unique permutation P11 , called permutation identity,  such that  P1i 
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P11 = P11 
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P1i = P1i, for all  P1i ( Aut(G).

      4.   For every permutation P1i ( Aut(G) there exists an inverse, P-11i ( Aut(G) that 

      obey the relation:  P1i 
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P-11i = P-11i 
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 P1i = P11

A permutation can be described by a permutation matrix P, whose elements [P]ij = 1 if vertex i is permuted to vertex j  and [P]ij = 0  otherwise. The permutation identity, P11, is a diagonal matrix whose elements equal unity. 

In matrix form, an isomorphism can be expressed as: 4, 5
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     (8.1)
where A(G1) and A(G2)  are the adjacency matrices of the two isomeric graphs and P is the permutation matrix. Since the P matrix is orthogonal, eq 8.1 can be written as:
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     (8.2)

relation  in which PT is the transpose of matrix P. 


In case of an automorphism the relation 8.2 becomes: 4
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     (8.3)
Figure 8.1 illustrates the above notions. It can be seen that a permutation P in a two-row notation is easily written in its matrix form. In this Figure, P113 leads to an isomorphism (cf. eq 8.2) while P12  provides an automorphism (cf. eq 8.3). Furthermore, condition 1 is satisfied, as shown in the multiplicative table and any P matrix admits an inverse (see above and condition 4); the permutation P11 leaves the graph unchanged (condition 3) and finally, the composition rule
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, which is just the  matrix multiplication) 
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	G8.13


	A(G8.1 - G8.12):
	
	0
	0
	0
	1
	1
	
	
	A(G8.13):
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	0
	1
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	1
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	1
	1
	1
	0
	0
	
	
	
	0
	0
	1
	0
	1
	

	
	
	1
	1
	1
	0
	0
	
	
	
	1
	1
	0
	1
	0
	


Isomorphism :     
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 A (G8.1) P113 = A (G8.13)
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Automorphism :    
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 A (G8.1) P12 = A(G8.2) = A(G8.1)
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Matrix Multiplication Table of Aut(G8.1)

	
	p11
	p12
	p13
	p14
	p15
	p16
	p17
	p18
	p19
	p110
	p111
	p112

	p11
	p11
	p12
	p13
	p14
	p15
	p16
	p17
	p18
	p19
	p110
	p111
	p112

	p12
	p12
	p16
	p14
	p15
	p13
	p11
	p18
	p112
	p110
	p111
	p19
	p17

	p13
	p13
	p15
	p11
	p16
	p12
	p14
	p19
	p111
	p7
	p112
	p18
	p110

	p14
	p14
	p13
	p12
	p11
	p16
	p15
	p110
	p19
	p18
	p17
	p112
	p111

	p15
	p15
	p14
	p16
	p12
	p11
	p13
	p111
	p110
	p112
	p18
	p17
	p19

	p16
	p16
	p11
	p15
	p13
	p14
	p12
	p112
	p17
	p111
	p19
	p110
	p18

	p17
	p17
	p18
	p19
	p110
	p111
	p112
	p11
	p12
	p13
	p14
	p15
	p16

	p18
	p18
	p112
	p110
	p111
	p19
	p17
	p12
	p16
	p14
	p15
	p13
	p11

	p19
	p19
	p111
	p17
	p112
	p18
	p110
	p13
	p15
	p11
	p16
	p12
	p14

	p110
	p110
	p19
	p18
	p17
	p112
	p111
	p14
	p13
	p12
	p11
	p16
	p15

	p111
	p111
	p110
	p112
	p18
	p17
	p19
	p15
	p14
	p16
	p12
	p11
	p13

	p112
	p112
	p17
	p111
	p19
	p110
	p18
	p16
	p11
	p15
	p13
	p14
	p12



Figure 8.1. Isomorphic (G8.1 and G8.13) and automorphic (G8.1 - G8.12) graphs

 and matrix multiplication table, cf. eqs 8.1 - 8.3.

is associative (condition 2). Thus, Aut(G8.1), with its 3!2!=12 automorphic permutations, is a group.


Thus, these permutations lead either to isomorphic or automorphic labeled graphs, G(Lb). A graph having N vertices can be labeled in N! ways, thus resulting N! different G(Lbi); i = 1,2,...N!  but representing one and the same abstract graph (as proposed by Klin and Zefirov).6  Among these G(Lbi), only the automorphic ones preserve the connectivity (and the adjacency matrix) in the original graph. Any graph possesses at least one automorphism, e.g., that induced by the permutation  identity, P11.

Given a graph G=(V, E) and  a group Aut(G), two vertices,  i, j ( V  are called equivalent if there is a group element, aut(ni) ( Aut(G), such that  j aut(ni) i  (i.e., an automorphic permutation that transforms one to the other - a permutation that is edge invariant). The set of all vertices j obeying the above equivalence relation (see also Sect. 8.4) is called the orbit of vertex i, Vni. Synonyms are: automorphic partition, class of equivalence. Vertices belonging to the same equivalence class can not be differentiated by graph-theoretical parameters.4 

Suppose Vn1, Vn2,...Vnm are the m disjoint automorphic partitions of the set of vertices, V(G) (with (V(G)(= N = n1 +  n2+ ... +  nm  vertices): 
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The group of automorphisms, Aut(G), 
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     (8.6)

(with aut(ni)  being a group element containing ni! permutations) is a subgroup (of n1!n2!...nm! permutations), of the complete permutation group, of N! elements Per(G).1, 4, 7 

The quotient set V/Aut(G) is often called the orbit space.8 It describes all symmetry properties of a graph.4 

A search for Aut(G) may provide a canonical code. A code, Cd(G,Lb) of a labeled graph, G(Lb), is a string derived from the graph by a set of rules. It is a description of G(Lb) which allows the (labeled) graph reconstruction. Codes are useful in computer structure storage and retrieval procedures as well as in enumeration and generation of isomers. 

Two codes may be compared and ordered (by either a lexicographical or a numerical relation): they may differ or may be identical, Cd(G,Lb1) = Cd(G,Lb2), situation in which the corresponding labeling are equal:  Lb1 = Lb2. It comes out that, if two vertex labelings are identical, V(Lb1) =V(Lb2) , the corresponding vertices are automorphic. 

A rigorous search for  Cdcan(G,Lb), has to construct all N! permutations,  to generate and compare all corresponding codes, Cd(G,Lbi); i = 1,2,...N! . Finally, a maximal, CdMcan(G,Lb),  (or a minimal, Cdmcan(G,Lb)) canonical code is selected along with the automorphism partitions. The process of generating Cdcan(G,Lb)  by investigating automorphism permutations is called canonical code generation by automorphism permutation, CCAP. 9 The identification of topological symmetry allows reduction of the number of tests (N!) by avoiding the generation of non-automorphic permutations. 4, 10, 11 

Consider a vertex invariant, In = In1, In2,...,InN, which assigns a value Ini to vertex i. Two vertices, i and j, showing Ini = Inj  belong to the same  atomic invariant class, AIC. The  process of vertex partitioning in AIC induced by a given In is called graph invariant atom partitioning, GIAP. The partitioning of vertices into m classes, with n1, n2,...nm vertices in each class, is taken as a basis in generating the canonical code. Note that GIAP  may by different from the orbits of automorphism since no vertex invariant is known so far to always discriminate two non-equivalent vertices in any graph. The classes of vertices are ordered with some rules, vertices in the first class being labeled by 1, 2, ...n1, vertices in the second class by n1 + 1, n1 + 2, ..., n1+ n2, and so on.

A reliable algorithm for canonical coding would obligatory include two steps: 9

(i)  GIAP: computes a discriminant atom invariant and provides an initial atom       partitioning along with a GIAP labeling ;  

(ii) CCAP: generates codes and identifies the canonical code (by exploring all       permutations over the GIAP classes); from the canonical labeling, (i.e., those       providing the canonical code)  true orbits of automorphism are identified.

Thus, the GIAP results can be used as ground for both canonical coding and search for Aut(G), as shown above. For some applications, such as the numbering of 13C-NMR signals,12 the knowledge of  Aut(G) is not necessary; only the automorphic partitions are quite sufficient. Other major chemical applications of topological symmetry include: (i) chemical documentation system, storage and retrieval of chemical compounds in structure databases and (ii) computer generation of chemical structures, involved in molecular and synthesis design as well as in structure elucidation search.

Several procedures for canonical coding (or only GIAP procedures) were developed. 4, 5, 13-38   Among these, the Morgan algorithm13  was the first and the best known, in the original form (EC -Extended Connectivity algorithm – used by the CAS in the chemical registry system) or as its extensions (SEMA - Stereochemically Extended Morgan Algorithm17, 39 ). Balaban et al.24  have proposed a variant, which provides automorphic partitions by  hierarchic ordering (and numbering) of vertices (HOC - Hierarchically Ordered extended Connectivities). The HOC algorithm also considers the stereochemical information24 and is followed by a CCAP procedure. The ordering provided by HOC for the carbon atoms in some polycyclic aromatic hydrocarbons was shown to parallel the experimental 1H-NMR chemical shifts of their attached hydrogen atoms.40 Balasubramanian developed algorithms for generating the equivalence classes in edge-weighted graphs1, 7 as well as in 3D-molecular structures1 and proposed applications in NMR and ESR spectroscopy.41, 42 Among the more recent GIAP procedures, the MOLORD (MOLecular ORDering) performed by Diudea et al. 43  is presented.

8.2.  Topological  Symmetry  by  MOLORD  Algorithm


The MOLORD algorithm is built on the ground of iterative line graphs, Ln ,43-45  that will be discussed before the algorithm.

8.2.1. Line Graphs


The points of the line graph, L(G), represent lines of G and two points of L(G) are adjacent if the corresponding lines of G are incident to a common point.46 By repeating this procedure n times, the iterative line graph, Ln ; n = 0, 1, 2, . . . (with n = 0 for the original graph, G) can be obtained. Figure 8.2 illustrates the line graphs Ln for G8.14 (2-Methylbutane); n = 0 - 3.


The number of vertices, Nn+1 and edges Qn+1 in Ln+1 is given by relations:43-45


 Nn+1 = Qn   







     (8.7)
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     (8.9)
where ki is the vertex degree and  Bn - Bertz' s branching index,45 which is the exact number of edges in the Ln+1 line graph.


In regular graph (i.e., graphs in which all vertices have the same degree), the number of edges Qn+1 can be calculated by a recursive relation, derived from eq 8.8 or eq 8.9 by substituting the value for the vertex degree (see also45) :


kn = 2Qn / Nn = 2Qn /Qn-1





   (8.10)
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The number of edges in Ln+1 can also be calculated by:


Qn+1 = (1/2) kn+1 Nn+1






   (8.12)
Since in regular graphs:


kn+1 = 2 (kn -1)







   (8.13)

and taking into account eq 8.7, eq 8.12  becomes


Qn+1 = Qn (kn - 1)






   (8.14)

From relations (8.13) and (8.14) kn and Qn can be expressed in terms of the starting parameters, k0 and Q0 (i.e., the degree and number of edges in the initial graph, L0).



[image: image54.wmf]2

2

2

2

2

1

)

1

(

0

0

0

+

-

=

-

+

=

+

=

å

n

n

n

e

e

n

n

k

k

k





   (8.15)
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   (8.16)


In case of multigraphs, the (multiple) line graphs47 will account for the bond orders.

8.2.2. MOLORD Algorithm


The MOLORD algorithm43 characterizes vertices or subgraphs (of various size) of the initial graph by means of invariants derived from the topology of line graphs, L0 (=G), L1, ... Lm.

Some notations need to be introduced.


Vertices in ( Ln (i.e., the current line graph) denote pairs of vertices i.e., lines in the lower-order line graph, Ln-1:
in = ( jn - 1 , kn - 1 )





                (8.17)
where the two points  j and k are necessarily connected by an edge in Ln-1.  One can write that jn-1 ( in and kn-1 ( in. The relatedness of vertices (subgraphs) in process of  iteration can be expressed by: 
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                (8.18)
The definition can be easily extended for any two arbitrary ranks n and m ( n, stating that  ( (in, im) = 1 only if the vertex in appears in at least one of the subgraphs defining vertex im. On going back to L0, it can be seen that in denotes a subgraph consisting of  n edges, in L0.


The algorithm consists of the following four steps:


Step 1 : computes local, I(in) , and global, GI(Ln) classical invariants on each  Ln within the set of line graphs L0 to Lm : 
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Step 2 : evaluates a partial local invariant PIm (in ) of a vertex in, with respect to the mth order line graph, Lm :
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Here, I(im) denotes a certain local invariant of vertex im, with respect to the topology of graph  Lm. Furthermore, the partial invariant of in with respect to Lm is calculated by summing up all the local invariants I(im) of those vertices in Lm which are related to in, according to the m-n successive line graphs, Ln, . . .Lm. The ratio  GI(Ln) / GI(Lm) is used as a normalizing factor meant to ensure that the resulting PI values can be compared with each other, irrespective of the current Lm for which they are evaluated.


Step 3 : computes a synthetic local invariant of vertex in, in a series of successive line graph, Ln , . . ., Lm:
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   (8.21)
Subscript m in SIm(in) indicates the last line graph (Lm ) taken into account. The factor f can be used to give different weight to the contributions arising from line graphs of various ranks (usually 10 unless otherwise specified) . Note that in case n = m, the synthetic invariant SIm(in)  is reduced to the classical invariant I(in).


Step 4 : evaluates the final expression for the global synthetic index of a graph, Ln:
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The MOLORD algorithm offers a GIFP (Graph Invariant Fragment Partitioning) and a (decreasing) ordered GIFP labeling according to a certain invariant (i.e., topological index). The spectrum of local values, SIm(in) (per fragments of various size) and global values, GSIm(Ln), can be used both for partitioning purposes and correlating studies. The algorithm is exemplified on 2-Methylbutane G8.14, (Figure 8.2). The line graphs, Ln; n = 0-3 are given along with the corresponding LDS matrices within an output list with including some detailed calculations. The focused data are marked by gray and/or boldface letters/numbers (see below). 
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	L0 (G8.14)
	L1 (G8.14)
	L2 (G8.14)
	L3 (G8.14)


Figure 8.2.   Line graphs Ln; n = 1-3, of 2-Methylbutane (G8.14). 

         The corresponding DS are given in brackets.

An Example of MOLORD algorithm:

Graph G8.14; matrices LDS; values derived for I = X(LDS);  ti = 1.

Current rank of line graph: 0

LDS(L0); (ki0);   (line graph evolution) 

5 vertices & 4 edges in line graph

   1 (1) :     8     5   14     9  ( 1 )

   2 (3) :     5   22     9     0  ( 2 )

   3 (2) :     6   14   16     0  ( 3 )

   4 (1) :     9     6     5   16  ( 4 )

   5 (1) :     8     5   14     9  ( 5 )

 Global operator value, GI(L0):  1.25903433

Fragments of 1 atoms after 0 line graph:

   1- Fragment: 2   Atoms:  2   Bonds:   I:  0.5746136
   2- Fragment: 3   Atoms:  3   Bonds:   I:  0.3256480

   3- Fragment: 5   Atoms:  5   Bonds:   I:  0.1242019

   4- Fragment: 1   Atoms:  1   Bonds:   I:  0.1242019

   5- Fragment: 4   Atoms:  4   Bonds:   I:  0.1103690

** Sum of fragmental indices (I):   1.259034329

 Current rank of line graph: 1

LDS(L1); (ki 1);   (line graph evolution) 

   4 vertices & 4 edges in line graph

   1 (2) :     4     7    5  ( 1   2 )

   2 (3) :     3   13    0  ( 2   3 )

   3 (2) :     4     7    5  ( 2   5 )

   4 (1) :     5     3    8  ( 3   4 )

 Global operator value, GI(L1):   2.13992226

Fragments of 1 atoms after 1st line graph:

   1- Fragment: 2   Atoms:  2   Bonds:   I:  0.6888219
   2- Fragment: 3   Atoms:  3   Bonds:   I:  0.3937350

   3- Fragment: 1   Atoms:  1   Bonds:   I:  0.1531101

   4- Fragment: 5   Atoms:  5   Bonds:   I:  0.1531101

   5- Fragment: 4   Atoms:  4   Bonds:   I:  0.1220641

** Sum of fragmental indices (I):   1.510841194

Note:
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Fragments of 2 atoms after 1st line graph:

   1- Fragment: 2   Atoms:  2  3   Bonds:  2   I:  0.9584665

   2- Fragment: 3   Atoms:  2  5   Bonds:  3   I:  0.4913401

   3- Fragment: 1   Atoms:  1  2   Bonds:  1   I:  0.4913401
   4- Fragment: 4   Atoms:  3  4   Bonds:  4   I:  0.1987755

** Sum of fragmental indices (I):    2.139922257

Current rank of line graph: 2

LDS(L2); (ki 2);   (line graph evolution) 

   4 vertices & 5 edges in line graph

   1 (3) :     3   11    0  ( 1   2   3 )

   2 (2) :     4     6    4  ( 1   2   5 )

   3 (3) :     3   11    0  ( 2   3   5 )

   4 (2) :     4     6    4  ( 2   3   4 )

 Global operator value, GI(L2):   2.91438507

Fragments of 1 atoms after 2nd line graphs:

   1- Fragment: 2   Atoms:  2   Bonds:   I:  0.7014123

   2- Fragment: 3   Atoms:  3   Bonds:   I:  0.4041974

   3- Fragment: 5   Atoms:  5   Bonds:   I:  0.1594053

   4- Fragment: 1   Atoms:  1   Bonds:   I:  0.1594053

   5- Fragment: 4   Atoms:  4   Bonds:   I:  0.1241920

** Sum of fragmental indices (I):    1.548612224

Fragments of 2 atoms after 2nd line graphs:

   1- Fragment: 2   Atoms:  2  3   Bonds:  2   I:  1.1362917

   2- Fragment: 1   Atoms:  1  2   Bonds:  1   I:  0.5983362
   3- Fragment: 3   Atoms:  2  5   Bonds:  3   I:  0.5983362

   4- Fragment: 4   Atoms:  3  4   Bonds:  4   I:  0.2349425

** Sum of fragmental indices (I):    2.567906708

Note:
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Fragments of 3 atoms after 2nd line graph:

   1- Fragment: 3   Atoms:  2  3  5   Bonds:  2   3   I:  0.9646302

   2- Fragment: 1   Atoms:  1  2  3   Bonds:  1   2   I:  0.9646302

   3- Fragment: 4   Atoms:  2  3  4   Bonds:  2   4   I:  0.4925623

   4- Fragment: 2   Atoms:  1  2  5   Bonds:  1   3   I:  0.4925623

** Sum of fragmental indices (I):    2.914385068

Current rank line graph: 3

LDS(L3); (ki3);   (line graph evolution) 

    5 vertices & 8 edges in line graph

   1 (3) :     5   14    5  ( 1   2   3   5 )

   2 (4) :     4   20    0  ( 1   2   3   5 )

   3 (3) :     5   14    5  ( 1   2   3   4 )

   4 (3) :     5   14    5  ( 1   2   3   5 )

   5 (3) :     5   14    5  ( 2   3   4   5 )

 Global operator value, GI(L3):   3.28678422

Fragments of 1 atoms after 3rd line graph:

   1- Fragment: 2   Atoms: 2   Bonds:   I:  0.7026713

   2- Fragment: 3   Atoms: 3   Bonds:   I:  0.4054564

   3- Fragment: 1   Atoms: 1   Bonds:   I:  0.1604408

   4- Fragment: 5   Atoms: 5   Bonds:   I:  0.1604408

   5- Fragment: 4   Atoms: 4   Bonds:   I:  0.1246391

** Sum of fragmental indices (I):    1.553648361

Fragments of 2 atoms after 3rd line graph:

   1- Fragment: 2   Atoms: 2  3   Bonds:  2   I:  1.1576909

   2- Fragment: 3   Atoms: 2  5   Bonds:  3   I:  0.6159358

   3- Fragment: 1   Atoms: 1  2   Bonds:  1   I:  0.6159358

   4- Fragment: 4   Atoms: 3  4   Bonds:  4   I:  0.2425418

** Sum of fragmental indices (I):    2.632104376

Fragments of 3 atoms after 3rd line graph:

   1- Fragment: 1   Atoms: 1  2  3   Bonds: 1  2   I:  1.2043210

   2- Fragment: 3   Atoms: 2  3  5   Bonds: 2  3   I:  1.2043210

   3- Fragment: 2   Atoms: 1  2  5   Bonds: 1  3   I:  0.6805053

   4- Fragment: 4   Atoms: 2  3  4   Bonds: 2  4   I:  0.5960578

** Sum of fragmental indices (I):    3.685205051

Fragments of 4 atoms after 3rd line graph:

   1- Fragment: 1   Atoms: 1  2  3  5   Bonds: 1  2  3   I: 2.1195826
   2- Fragment: 3   Atoms: 2  3  4  5   Bonds: 2  3  4   I: 0.5836008

   3- Fragment: 2   Atoms: 1  2  3  4   Bonds: 1  2  4   I: 0.5836008

** Sum of fragmental indices (I):    3.286784221

Note:
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The index used in the above example is defined by:
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   (8.23)

where ti / ki is a weighting factor (i.e., electronegativities per degree - in Figure 8.2, t = 1), ecci is  the eccentricity of vertex i;  z is the maximal number of  bites of an entry in the matrix LDS. 


If in the first step of  MOLORD, the values I(in) are normalized by max I(in)(Ln and in step 2, the scaling factor GI(Ln) /GI(Lm) is omitted, a variant called MOLCEN is obtained.48 This algorithm provides centric ordering of vertices (see below), with values in the range [0 - 1]; value 1 is assigned for the central vertices. 

8.3. Intramolecular Ordering


Under this topic, we include both the identification of GIFP classes and fragment ordering, by the following criteria: (i) of centrality; (ii) of centrocomplexity and (iii) lexicographic (see also Chap. Topological Indices). 

8.3.1. Criteria of Centrality

The center of a graph is the set of vertices, {i}(V(G), which obey the relation:


ecci = r(G)







   (8.24)

where


ecci   = max Di,j(V(G) 






   (8.25)

r(G) = min ecci(V(G) = min max Di,j(V(G)




   (8.26)
ecci being the eccentricity of the vertex i while r(G) the radius of the graph. In other words, the central vertices have their eccentricity equal to the radius of the graph, which, in turn, is the minimal maximal distance in the graph. The diameter, d(G), is, in the opposite, the maximal eccentricity in the graph:

d(G) = max ecc i(V(G)  = max max Di,j(V(G)  



   (8.27)
Any tree has either a center or a dicenter.46, 49, 50 Note that the requirement (8.24) is only  necessary but not sufficient. The finding of the graph center, in cycle-containing structures, is not always a simple task. In this respect, Bonchev et al.49 have proposed the distance-based criteria, 1D-3D, as follows:


1D: minimum vertex eccentricity:   min ecci 

2D: minimum vertex distance sum:  min ( j Dij
3D: minimum number of occurrence of the largest distance:  min [LC]ij, max
(see Chap. Topological Matrices, Sect. Layer Matrices). If the largest distance occurs for several vertices, the next largest distance (i.e., [LC]ij,max -1) is considered, and so on.

Criteria 1D-3D are applied hierarchically. The algorithm which implements these criteria is called IVEC.50 It finds the center of a graph and its orbits of GIFP, which are ordered from the center to the periphery (i.e., the vertices having max ecci ). The centrality ordering given by IVEC is illustrated on a set of polycyclic graphs,50 included in Table 8.1. On the same set, the MOLCEN algorithm48 (working by indices C(LK) and X(LK) - see Chap. Topological Indices) finds the same ordering, with only slight differences.
In layer matrices, particularly in LDS, the 1D criterion49 is scanned by the column counter, j; the 2D criterion is included in the column j=0 (the distance sum being just the property collected by this matrix). The 3D criterion is somewhat nondecisive. It is known that there are graphs having pairs of vertices with the same distance degree sequence, DDS:51-53 17, 24, 29, 25, 26, 23, 9. Figure 8.3 illustrates such graphs, which are labeled in a canonical ordering given just by LDS matrix.53


These graphs show identical global sequence, DDS. Moreover, vertices labeled 15 and 16 show the same sequence DDSi : 4, 4, 2, 4, 3, in both graphs. It is obvious that the two vertices can not be discriminated by the 1D-3D criteria. More powerful is the matrix LDS and index C(LDS)i which separate these vertices, both intra- and intermolecularly. Figure 8.3 shows matrices LDS along with the canonical-LDS and central ordering induced by C(LDS)i. It can be seen that the central ordering reverses the canonical-LDS one, with a single inversion (vertex 15 before vertex 16 in G8.15).

Table 8.1. IVEC and  MOLCEN Ordering (According to the Values of 

Indices C(LK) and X(LK) Calculated on L0 - L2).

	Graph
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1), (2), (3), (4), (5), (6)

(1), (2), (3), (4), (5), (6)

(1), (4), (2), (3), (5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (14), (23), (15), (34), (45), (26)

(14), (12), (15), (34), (23), (45), (26)

(14), (12), (15), (34), (45), (23), (26)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1:2), (3), (4;5), (6)

(1:2), (3), (4;5), (6)

(1:2), (3), (4;5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (13;23), (14;45), (36), (45)

(12), (13;23), (14;45), (36), (45)

(12), (13;23), (14;45), (36), (45)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1), (2), (3;4), (5;6)

(1), (2), (3;4), (5;6)

(1), (2), (3;4), (5;6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (13;14), (25;26), (34)

(12), (13;14), (25;26), (34)

(12), (13;14), (25;26), (34)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1), (2), (3;4), (5), (6)

(1), (2), (3;4), (5), (6)

(1), (2), (3;4), (5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (13;14), (15), (23;24), (35;45), (26)

(12), (13;14), (15), (23;24), (35;45), (26)

(12), (13;14), (15), (23;24), (35;45), (26)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1;2), (3), (4), (5), (6)

(1;2), (3), (4), (5), (6)

(1;2), (3), (4), (5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (13;23), (14;24), (34), (15;25), (36)

(12), (13;23), (14;24), (34), (15;25), (36)

(12), (13;23), (14;24), (34), (15;25), (36)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1;2;3), (4), (5), (6)

(1;2;3), (4), (5), (6)

(1;2;3), (4), (5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12;13;23), (14;24;34), (15;25;35), (46)

(12;13;23), (14;24;34), (15;25;35), (46)

(12;13;23), (14;24;34), (15;25;35), (46)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1), (2), (3), (4), (5), (6)

(1), (2), (3), (4), (5), (6)

(1), (4), (2), (3), (5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (13), (23), (15), (14), (24), (35), (26)

(12), (13), (23), (14), (24), (15), (26), (35)

(12), (13), (23), (14), (15), (24), (26), (35)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1), (2), (3), (4), (5), (6)

(1), (2), (3), (4), (5), (6)

(1), (4), (2), (3), (5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (13), (14), (23), (15), (25), (34), (26), (46)

(12), (13), (23), (14), (15), (25), (34), (26), (46)

(12), (13), (23), (14), (15), (25), (26), (34), (46)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1), (2;3), (4;5), (6)

(1), (2;3), (4;5), (6)

(1), (2;3), (4;5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12;13), (23), (14;15), (24;35), (26;36), (45)

(12;13), (23), (14;15), (24;35), (26;36), (45)

(12;13), (23), (14;15), (24;35), (26;36), (45)

	
	
	Vertices
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	IVEC

C(LK)
X(LK)
	(1;2), (3), (4), (5), (6)

(1;2), (3), (4), (5), (6)

(1;2), (3), (4), (5), (6)

	
	
	Edges

	
	IVEC

C(LK)
X(LK)
	(12), (13;23), (14;24), (15;25), (34), (36), (56)

(12), (13;23), (14;24), (34), (15;25), (36), (56)

(12), (13;23), (14;24), (34), (15;25), (36), (56)
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    DDS: 17.24.29.25.26.23.9

	Canonical LDS (G8.15)
	Central
	C(LDS)i 10-2

	1
	85
	69
	55
	43
	94
	240
	343
	237
	18
	0.92893

	2
	79
	63
	49
	171
	201
	104
	260
	239
	17
	0.98765

	3
	79
	63
	49
	171
	201
	104
	260
	239
	16
	0.98765

	4
	79
	63
	49
	171
	201
	104
	260
	239
	15
	0.98765

	5
	77
	61
	126
	173
	100
	118
	274
	237
	14
	0.99034

	6
	77
	61
	126
	173
	100
	118
	274
	237
	13
	0.99034

	7
	77
	140
	43
	94
	240
	343
	237
	0
	12
	1.61963

	8
	69
	49
	169
	254
	118
	274
	237
	0
	11
	1.68283

	9
	65
	49
	169
	254
	118
	274
	237
	0
	10
	1.68283

	10
	65
	128
	171
	201
	104
	260
	239
	0
	9
	1.70661

	11
	63
	128
	171
	201
	104
	260
	239
	0
	8
	1.70661

	12
	63
	128
	171
	201
	104
	260
	239
	0
	7
	1.70661

	13
	61
	203
	173
	100
	118
	274
	237
	0
	6
	1.71299

	14
	55
	112
	179
	240
	343
	237
	0
	0
	5
	2.83069

	15
	49
	234
	280
	104
	260
	239
	0
	0
	4
	2.98095

	16
	49
	234
	254
	118
	274
	237
	0
	0
	3
	2.96090

	17
	45
	92
	293
	497
	239
	0
	0
	0
	2
	4.98333

	18
	43
	149
	309
	428
	237
	0
	0
	0
	1
	5.03388

	
	
	
	C(LDS)102
	36.48041


	Canonical LDS (G8.16)
	Central
	C(LDS)i 10-2

	1
	85
	69
	55
	43
	94
	240
	347
	233
	18
	0.93163

	2
	79
	63
	49
	171
	197
	104
	260
	243
	17
	0.98305

	3
	79
	63
	49
	171
	179
	118
	274
	233
	16
	0.98405

	4
	79
	63
	49
	171
	179
	118
	274
	233
	15
	0.98405

	5
	77
	61
	126
	173
	122
	104
	260
	243
	14
	0.99260

	6
	77
	61
	126
	173
	122
	104
	260
	243
	13
	0.99260

	7
	77
	140
	43
	94
	240
	347
	233
	0
	12
	1.62391

	8
	69
	49
	169
	276
	104
	260
	243
	0
	11
	1.68925

	9
	65
	49
	169
	258
	118
	274
	233
	0
	10
	1.68981

	10
	65
	128
	171
	197
	104
	260
	243
	0
	9
	1.69970

	11
	63
	128
	171
	179
	118
	274
	233
	0
	8
	1.70115

	12
	63
	128
	171
	179
	118
	274
	233
	0
	7
	1.70115

	13
	61
	203
	173
	122
	104
	260
	243
	0
	6
	1.71633

	14
	55
	112
	179
	240
	347
	233
	0
	0
	5
	2.83731

	15
	49
	234
	276
	104
	260
	243
	0
	0
	4
	2.97033

	16
	49
	234
	258
	118
	274
	233
	0
	0
	3
	2.97154

	17
	45
	92
	293
	493
	243
	0
	0
	0
	2
	4.97244

	18
	43
	149
	309
	432
	233
	0
	0
	0
	1
	5.04486

	
	
	
	C(LDS)102
	36.48577


Figure 8.3 .Canonical and central ordering (cf. LDS and C(LDS)i, respectively) 

of G8.15 and G8.16
The matrix LDS degenerates very rarely in trees but there are cyclic regular graphs which show degenerate LDS.53 When included in the frame of MOLORD algorithm, LDS succeeded in separating the GIFP classes for subgraphs even larger than one edge. Figure 8.4 exemplifies such a performance in case of cuneane (G8.17). It illustrates the fact that the geometrical symmetry implies the topological symmetry; the reciprocal is, however, not always true.


The finding of the center of a graph is of interest in the chemical nomenclature, or in coding of chemical structures (see also9, 50) or also in correlating some physico-chemical properties (e.g., centric indices and octanic number).54, 55 
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Figure 8.4. Central ordering of cuneane (cf. SI3(i3) values - see the MOLCEN algorithm)
8.3.2. Criteria of Centrocomplexity


If in a molecular graph , a "center of importance" is defined, the reminder substructures can be ordered with respect to this center. Such a criterion was called “centrocomplexity”53 and it takes into account the chemical nature of vertices and edges in molecules.

8.3.2.1. Accounting for the Nature of Heteroatoms 


Kier and Hall56 have extended the validity of Randić index57 ( (see chap.  Topological Indices) to heteroatom-containing molecules. They introduced the notion of ( vi  valences in the construction of the analogue index ( v:
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   (8.28)

where Zvi is the number of valence electrons of atom  i and hi is the number of hydrogen atoms attached to atom i . For atoms belonging to the third period of Periodic Table, (vi is calculated by:
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   (8.29)

where Zi is the atomic number  of atom i. Analogue heteroatom accounting was made by Balaban.58


Diudea  and  Silaghi59 have proposed group electronegativity valences, denoted  EVG and defined by:


ESGi = (ESAi ESH hi )1/ (1+ hi )





   (8.30)

hi = (8 - GAi ) - vi 






   (8.31)

EVGi = (ESGi )1/(1+vi) 






   (8.32)

where GAi  is the number of column in the Periodic Table for the atom A belonging to the vertex (i.e., group) i. ESA and ESH  denote the Sanderson electronegativities for the atom A and  hydrogen, respectively. The number of hydrogen atoms attached to the group i is denoted by hi while  vi stands for the degree of  i. When vi > (8 - GAi), then hi = 0. In case of multiple bonds, 
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, where bij is the conventional bond orders around  i.


Note that these group  electronegativities obey the electronegativity equalizing principle within the group i  (see eq 8.30) and per molecule, each group is considered bonded to neighbors with electronegativity 1.59


The EVGi  values were used in the construction of the DS index (see Chap. Topological Indices) that showed good correlation with several physico-chemical and biological properties.59


A variant of EVG parameters was further developed.60 The EC valence  electronegativities are based on the idea of the modification of covalent radius of an atom by its hybridization state.61  Such a modification is reflected in the electronegativity values corresponding to the considered state. The following scenario defined the EC parameters:

  (i) - covalent radii relative to carbon atom (0.772 ANG)  are calculated by  eq. 8.33-8.35 


rcni = rc1i + ( rcni 






   (8.33)


rc1i = r1i / 0.772






   (8.34)



( rcni = ( rni - r1i ) / 7.72





   (8.35)


where : rc is the atomic radius relative to the carbon atom; n is the row and i is the column in the Periodic Table; ( rc  stand for the “excess of relative radius”.

  (ii) - values EC, for the atoms belonging to the nth row of Periodic Table are calculated by dividing the group electronegativities ESGi to the mean relative length, mlc, of the bonds around the considered vertex/group i :

ECni = (ESGni / mlcni ) / ECC 





   (8.36)



ECC = 2.746 / 1.4996






   (8.37)



mlcni = mlC  rcni 






   (8.38)


EC values are listed in Table 8.2. Two Randić-type indices were constructed by using the EC values (see Chap. Topological Indices). They showed good correlation with some physico-chemical properties.59, 60
Table 8.2. EC Electronegativities.

	-Br               1.2447
	-CHBr2          1.0672
	-NH2              1.0644   
	3P=O              1.3333

	-CBr3            1.1266
	-CHCl2           1.1089
	-NO                1.4063  
	=C=                1.1581

	-CCl3            1.1932
	-CHF2            1.1897
	-NO2              1.4861
	=CH-              1.0441

	-CF3              1.3260
	-CHI2             0.9914
	-O-                  1.4634
	=CH2              1.0891

	-CH2-            0.9622
	-CI3                1.0088
	-OCH3            1.1248
	=N-                 1.3147

	-CH2Br         1.0110
	-COOH           1.2220
	-OH                1.2325
	=NH                1.2474 

	-CH2Cl          1.0305
	-Cl                 13717
	-P(CH3) 2        0.9351
	=O                   1.6564

	-CH2F           1.0674
	-C(                 1.1476
	-P<                 0.8988
	=P-                  0.9658

	-CH2I            0.9744
	-C(N              1.2377
	-PCH3-           0.9314
	=S                   1.2523

	-CH2OH        1.0228
	-F                   1.6514
	-PH-               0.9124
	>C<                 1.0000

	-CH2SH         0.9804
	-H                  0.9175
	-PH2              0.9170
	>C=                 1.0747

	-CH3              0.9575
	-I                    1.0262
	-PHCH3         0.93053
	>C=O              1.2397

	-CH<             0.9716
	-N(CH3) 2        1.0292
	-S-                 1.1064
	-NHCH3          1.0379

	-CH=CH2      1.0381
	-N<                 1.2234
	-SCH3            1.0073
	(CH                1.2142

	-CH=O          1.1596
	-NH-               1.1021
	2PO                0.1222
	(N                   1.5288


8.3.2.2. X(LeM) Descriptors

The descriptors X(LeM) are built on layer matrices: LDS, LeW, etc. The chemical nature of atoms is considered by means of the parameter ti  (see Chap. Topological Indices).


Figure 8.5 offers an example of centrocomplexity ordering (and separating of automorphism groups) in which the important property is the valence/degree of vertices. The graph G8.18 shows vertices 3 and 6, those are endospectral (i.e., have the same sequence of eWi  parameters- see Figure): these vertices can be distinguished by means of L1W and  index X(L1W)i, respectively.
 (a)






        (b)  L1W (G8.18):

   





1
1 3 3 2 3 3 2 2 1









2
3 4 2 3 3 2 2 1 0








3*
2 5 5 3 2 2 1 0 0

[image: image136.wmf]






4
2 5 6 4 2 1 0 0 0








5
3 5 4 5 3 0 0 0 0




G8.18



6*
2 5 5 3 3 2 0 0 0








7
2 4 4 3 2 3 2 0 0 








8
2 3 2 3 3 2 3 2 0








9
1 2 2 2 3 3 2 3 2



         



             10
1 3 3 2 3 3 2 2 1



          



             11
1 3 4 4 5 3 0 0 0 

eW( 3;6)   : 2, 5, 9 ,21, 39, 88, 168, 370, 721, 1560
                      X(L1W)3   = 2.553221







                      X(L1W)6  = 2.553320

Figure 8.5. (a) Endospectral vertices (3 and 6 -marked with *) in the graph G8.18.

      (b) Matrix L1W and the index X(L1W)i,  which separates these vertices.

Perception of heteroatom, by means of X(LDS) index and MOLORD algorithm, is illustrated in Figure 8.6. and Tables 8.3 and 8.4, for a set of cuneanes. Values are listed in decreasing ordering of centrocomplexity. 


[image: image85.wmf]5

4

6

1

2

3

7

8

5

4

6

1

N

2

N

3

7

8

5

4

6

1

2

3

7

N

8

N

5

N

4

6

1

2

N

3

7

8

5

N

4

6

1

2

N

3

7

N

8

N


[image: image137.wmf]¾

¾

¾

®

¾

vertices

2





Figure 8.6  Cuneane and heterocuneanes.

Table 8.3. MOLORD Ordering of Cuneanes (Figure 8.6);
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 Values SIm (i0 ) and GSIm (L0 ); f =10; I = X(LDS). 
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    Graph        G8.17
    G8.19
             G8.20
          G8.21
     G8.22


      Values SI0 (i0  ): vertices

2    0.337702    2    0.353210    7    0.353210    2    0.353210    2    0.353210


5    0.337702    5    0.337702    8    0.353210    5    0.353210    5    0.353210


7    0.337702    7    0.337702    2    0.337702    7    0.337702    7    0.353210


8    0.337702    8    0.337702    5    0.337702    8    0.227702    8    0.353210


1    0.310649    1    0.324915    1    0.310649    1    0.310649    1    0.310649


3    0.310649    3    0.310649    3    0.310649    3    0.310649    3    0.310649


4    0.310649    4    0.310649    4    0.310649    4    0.310649    4    0.310649


6    0.310649    6    0.310649    6    0.310649    6    0.310649    6    0.310649

  
Values GSI0  (L0  ):
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edge
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      2.593402
  2.623177          2.624419             2.624419          2.655436

     Values SI1  (i0  ): vertices


2    0.404711    2    0.422259    7    0.420017    2    0.422272    2    0.422311


5    0.404711    5    0.405217    8    0.420017    5    0.422272    5    0.422311


7    0.402482    7    0.402963    2    0.404749    7    0.402493    7    0.420029


8    0.402482    8    0.402481    5    0.404749    8    0.402493    8    0.420029


1    0.374424    1    0.390656    1    0.374943    1    0.374943    1    0.375461


3    0.374424    3    0.374931    3    0.374943    3    0.374943    3    0.375461 


4    0.374424    4    0.374883    4    0.374943    4    0.374943    4    0.375461


6    0.374424    6    0.374426    6    0.374943    6    0.374943    6    0.375461

     Values GSI1  (L0  ):
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      3.112083          3.147812         3.149303          3.149303          3.186523

Table 8.4.  MOLORD Ordering of Cuneanes (Figure 8.6);


 Values Sim (i1 ) and GSIm (L1 ); f =10; I = X(LDS). 
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[image: image143.wmf]Graph
  G8.17
             G8.19
               G8.20
                  G8.21
       G8.22
    

Values SI1  (i1  ):  edges

 (2, 5)   0.268012    (1, 2)   0.280276    (7, 8)   0.280261    (2, 5)   0.280320    (2, 5)   0.280320

 (1, 2)   0.267970    (2, 5)   0.274097    (2, 5)   0.268012    (1, 2)   0.274054    (7, 8)   0.280261 

 (2, 3)   0.267970    (2, 3)   0.274054    (1, 2)   0.267970    (2, 3)   0.274054    (1, 2)   0.274054

 (4, 5)   0.267970    (4, 5)   0.267970    (2, 3)   0.267970    (4, 5)   0.274054    (2, 3)   0.274054

 (5, 6)   0.267970    (5, 6)   0.267970    (4, 5)   0.267970    (5, 6)   0.274054    (4, 5)   0.274054

 (7, 8)   0.267956    (7, 8)   0.267956    (5, 6)   0.267970    (7, 8)   0.267956    (5, 6)   0.274054

 (1, 7)   0.254624    (1, 7)   0.260405    (1, 7)   0.260405    (1, 7)   0.254624    (1, 7)   0.260405

 (3, 8)   0.254624    (3, 8)   0.254624    (3, 8)   0.260405    (3, 8)   0.254624    (3, 8)   0.260405

 (4, 7)   0.254624    (4, 7)   0.254624    (4, 7)   0.260405    (4, 7)   0.254624    (4, 7)   0.260405

 (6, 8)   0.254624    (6, 8)   0.254624    (6, 8)   0.260405    (6, 8)   0.254624    (6, 8)   0.260405

 (1, 4)   0.242557    (1, 4)   0.248064    (1, 4)   0.242557    (1, 4)   0.242557    (1, 4)   0.242557

 (3, 6)   0.242557    (3, 6)   0.242557    (3, 6)   0.242557    (3, 6)   0.242557    (3, 6)   0.242557

Values GSI1  (L1  ):

[image: image144.wmf]            3.111455
            3.147218                  3.146885
     3.146099              3.183529

Table 8.4. (continued)

[image: image145.wmf]
Values SI2  (i2  ):  edges

      (2, 5)   0.320767   (1, 2)   0.334647   (7, 8)   0.334616   (2, 5)   0.334692   (2, 5)   0.334693

      (1, 2)   0.320733   (2, 5)   0.327854   (1, 2)   0.320936   (1, 2)   0.327828   (7, 8)   0.334628

      (2, 3)   0.320733   (2, 3)   0.327824   (2, 3)   0.320936   (2, 3)   0.327828   (1, 2)   0.328032

      (4, 5)   0.320733   (4, 5)   0.321131   (4, 5)   0.320936   (4, 5)   0.327828   (2, 3)   0.328032

      (5, 6)   0.320733   (5, 6)   0.320937   (5, 6)   0.320936   (5, 6)   0.327828   (4, 5)   0.328032

      (7, 8)   0.320704   (7, 8)   0.320907   (2, 5)   0.320771   (7, 8)   0.320717   (5, 6)   0.328032

      (1, 7)   0.305766   (1, 7)   0.312525   (1, 7)   0.312524   (1, 7)   0.305978   (1, 7)   0.312737

      (3, 8)   0.305766   (4, 7)   0.306145   (3, 8)   0.312524   (3, 8)   0.305978   (3, 8)   0.312737

      (4, 7)   0.305766   (3, 8)   0.305970   (4, 7)   0.312524   (4, 7)   0.305978   (4, 7)   0.312737

      (6, 8)   0.305766   (6, 8)   0.305771   (6, 8)   0.312524   (6, 8)   0.305978   (6, 8)   0.312737

      (1, 4)   0.293140   (1, 4)   0.299612   (1, 4)   0.293518   (1, 4)   0.293543   (1, 4)   0.293918

      (3, 6)   0.293140   (3, 6)   0.293340   (3, 6)   0.293518   (3, 6)   0.293543   (3, 6)   0.293918

Values GSI2  (L1  ):

                 3.733746
    3.776662               3.776261              3.777719               3.820234

8.3.2.3.  eWM   and  eEM  Descriptors

The descriptors eWM represent walk degrees weighted by the property collected by the square matrix M.62, 63 They can be calculated by the eWM algorithm (see Chap. Topological Matrices). If the algorithm runs on the matrix C (of connectivities) then the resulting eWC naturally take into account the multiple bond. If in the first step the EC values are setting as diagonal  elements, the resulting descriptors are the weighted electronegativities, eEM , of rank e:55


M +  eE = eEM 






    (8.39)
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    (8.41)
where M is the matrix used for weighting eEM, and eE is the diagonal matrix of atomic electronegativities. Summing the two matrices results in the matrix eEM whose elements are defined by eqs 8.40 and 8.41. Finally, [eEM]ii  is assigned to eEM,i (see above). Note that relation (8.40) is in agreement with the  equalizing principle of atomic electronegativities .

Descriptors eEM,i  can be used as independent parameters or in association with eWM  parameters, to give the parameters eWME,i:
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The eWME,i descriptors allow the perception of both heteroatom and  multiple bond in graphs. Figure 8.7 illustrates such descriptors for the graph  G8.14.
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Figure 8.7. Heteroatom and multiple bond perception  in  G8.14
Molecular  Similarity

"Similarity is one of the most instantly recognizable and universally experienced abstractions known to humankind".64  

Because of its fundamental role in a large variety of situations and fields, the similarity concept has strongly attracted the interest of scientific world. It is reflected in the occurrence of several English synonyms: relatedness, equivalence, proximity, closeness, resemblance, isomorphism, etc.

Usually, things, facts or concepts are classified (i.e., partitioned) into groups or categories according to simple perceptions or more elaborated criteria. Members of such groups will possess one or more common attributes.  Similarity is always with respect to some particular characterization of groups. If the similarity is well behaved mathematically these members will satisfy an equivalence relationship (see below).

Several levels of similarity in chemistry are actually recognized:65 (1) Chemical similarity, which compare and group chemical systems with respect to various macroscopic properties such as melting point, refraction index, chromatographic retention index, etc. (2) Molecular similarity, which involves the comparison and grouping of individual molecules according to their 2D and 3D structural information and property information, such as dipole moments and charge density. (3) Intramolecular similarity, which compare and group intramolecular entities, such as molecular orbitals or topological fragments (see Section 8.1). This Section is focused on the concept of molecular similarity.

Molecular similarity, like molecular branching, is an intuitive notion.64, 66 A unique and unambiguous measure of similarity does not exist.65  

Molecules are nonrigid entities that preserve their identity under small deformations, such as vibrations or rotations at some temperature. Thus, molecules can be viewed as topological objects,67 mathematically well behaved. 

The descriptions of molecules used in molecular similarity analysis are named  molecular  descriptions. A simple enumeration of atoms, or a fragment location, or an electrostatic potential surface characterization of the molecule can be termed as molecular description.65  In many cases, the molecular description is a vector of numbers, quantifying some local, or global attributes such as the presence or absence of a certain fragment, a topological index, etc. Each element of vector is called a molecular descriptor. All molecular descriptions induce a partitioning into equivalence classes on a set of molecules. It is now appropriate to define concepts such as equivalence relation, equivalence class, mapping, matching, partial ordering and proximity, which are frequently used in molecular similarity analysis.   

Equivalence relation. Let S be a set of molecular structures and R a binary relation on S relating pairs of its elements. If x, y ( S are thus related, xRy will be written. The relation R is an equivalence relation if some properties are satisfied:

1. xRx , for all  x ( S 


(reflexivity)

2. If  xR y, then yR x 


(symmetry)

3. If  xR y and  yR z, then  xR z

(transitivity)

The set of all elements y ( S, such that xRy, represent the equivalence class of x. By imposing an equivalence relation R on a set S results in partitioning S into disjoint subsets, each subset being an equivalence class under R. This set of subsets is denoted by S/R (i.e., the quotient set,  S modulo R).8
[image: image146.wmf]
Let f  be a function mapping  the elements of S onto the elements of any other set Y. That is, for any  x ( S,  f assigns a corresponding value  y = f(x)  in Y. This correspondence can be written as  f: S      Y. If Y is the set of descriptions, the mapping function associates a molecular description with each molecule in S.  Those molecules in S are equivalent which are mapped to the same molecular description. Such a function  f  may be a labeling (or a coding) or simply a measuring process. It can be shown that various molecular descriptions associated with their algebraic representation form a group.8, 67


A matching can be achieved by overlapping two molecules. An overlapping can indicate the common features shared by two molecules or by two molecular descriptions.


A partial ordering refers to some local ordering induced by local covering (i.e., substructure matching) within the molecules belonging to the set S. Such an ordering can be illustrated by a Hasse diagram.68 

Mathematically, the ordering relation requires the antisymmetry property (2’): If xRy and yRx then x = y, instead of the symmetry property (2) (see above). Randić69 reported a partial ordering of alkane isomers with respect to the path numbers p2 and p3. Other graph-theoretical descriptors, such as topological indices, sequences of descriptors, etc.,  may be used in the characterizing and subsequently partial ordering and clustering of molecular structures. (see Sections 8.3 and 8.5). Molecules may also be ranked with respect to some experimental property. Compounds closely positioned in a derived ordering are expected to have close (i.e., similar) properties.


Proximity is basically expressed by two categories: similarity and dissimilarity. Similarity expresses the relatedness of two molecules, with a large number if their molecular descriptions are closely related and with a number going to zero in case they are unrelated.65 The ratio of the count of matched atoms and bonds to the corresponding count for the whole molecule, multiplied by the analogous ratio for a comparing molecule has been proposed70 as a similarity measure between two molecules. Such measures have the correlation property (zero for no correlation and one for full correlation).


Dissimilarity expresses the relatedness of two molecules, with a number close to zero when their molecular descriptions are closely related and with a large number if they are unrelated. For example, the number of atoms and bonds that cannot be matched up in overlapping two molecules may be a measure of dissimilarity between two molecules. 

This particular dissimilarity measure71 constitutes a metric (see below) and is also referred to as chemical distance.38, 53, 72-75  

Similarity and dissimilarit are both included in the more general term proximity. Four main types of proximity coefficients have been reported.

Distance coefficients usually assume a Minkowski metric within an m-dimensional space:53, 69, 71, 76
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8.43)

where x = (x1,x2,...xm) and y = (y1,y2,...ym) are the two structures of m points. Such coefficients are extensively used owing to their geometrical interpretation: when z = 1, the city-block distance (or the Manhattan distance DM ) is obtained and when z = 2, the Euclidean distance DE results.77, 78 Randić69 evaluated the Euclidean distance on a set of monoterpenes by using path sequences as descriptors. Basak et. al.76 performed a PCA (Principal Component Analysis) study on a set of 3692 molecules by using a pool of 90 topological indices and DE  as a measure of dissimilarity. For other examples, see Sect. 8.5.

Any proximity measure is a metric if it satisfies the triangle inequality:  

D(x,y) = 0 for x = y;  

D(x,y) = D(y,x) and 

D(x,z) ( D(x,y) + D(y,z).

Association coefficients are used when binary variables are involved.

Correlation coefficients measure the degree of statistical correlation between two molecules or their descriptions.

Probabilistic coefficients count the distribution of frequencies of occurrence of some common features in a dataset.79 

A molecular description is in essence a mapping from a set S of structures onto a set Y of molecular descriptions. This mapping, together with some concepts of matching, partial ordering and proximity, defines a molecular similarity space.65 

Similarity procedures thus produce a partitioning of sets of molecules into disjoint subsets or clusters based on their similarity. The procedures are classified as hierarchical or nonhierarchical depending on whether relationships can be established between the clusters.80

The clustering process is achieved in three stages: (1) the selection of appropriate variables for the molecular description, (2) the weighting of these variable and (3) the definition of the similarity measure.  The choice among a variety of possibilities depends very much on the nature of the molecules under study but is, ultimately, a personal preference of each researcher.

Complementarity is another form of similarity, which needs the use of some shape descriptors.67, 71, 81-86 

In case of flexible molecules, the similarity analysis requires a conversion from 2D to 3D molecular structures to which analogue considerations may be addressed. For such a purpose, a computer program, which takes into account the torsion angles and Euclidean distances, is needed. Some programs are actually available: CONCORD (University of Texas at Austin and TRIPOS Associates87 ), ChemModel (Chemical Design Ltd.), ALLADIN (Martin et al.88 ), etc.

8.5.  Intermolecular  Ordering


Ordering of a set of molecules with respect to certain graph theoretical descriptors follows approximately the same criteria as the intramolecular ordering, with the difference that here global descriptors are used.

8.5.1. Criteria of Centrality


Let us consider a set of isomers. Their global sequence, DDS, can be ordered according to the 1D-3D criteria,49, 50 this time applied "intermolecularly".89 Tables 8.5 and 8.6 lists the distance sequences and central ordering (Cord), in increasing order, of heptanes and octanes, respectively. For comparison, the global value C(L3DS) (calculated by using  3D distances in optimized geometry) was considered. It can be seen that a single inversion: 3EC5; 22M2C5 (in heptanes) and 3E3M5; 223M3C5 (in octanes), appeared between the two central orderings.

Table 8.5.Distance Degree Sequence (DDS) of Heptanes, Lexicographic (Xord) and Central Ordering (Cord, cf. 1D-3D Criteria), Compared with the Indices X(L1W), DM1  and C(L3DS), Respectively.

	DDS
	Xord
	X(L 1W)
	DM 1
	Cord
	C(L3DS)

	6
	5
	4
	3
	2
	1
	C7
	14.3951
	13.4246
	C7
	0.58938

	6
	6
	4
	3
	2
	0
	2MC6
	14.6150
	14.7656
	2MC6
	0.74061

	6
	6
	5
	3
	1
	0
	3MC6
	14.6368
	15.0821
	3MC6
	0.78580

	6
	6
	6
	3
	0
	0
	3EC5
	14.6586
	15.3666
	24M2C5
	0.99623

	6
	7
	4
	4
	0
	0
	24M2C5
	14.8368
	16.3631
	3EC5
	1.03608

	6
	7
	6
	2
	0
	0
	23M2C5
	14.8764
	16.9492
	22M2C5
	1.02187

	6
	8
	4
	3
	0
	0
	22M2C5
	15.0546
	17.9498
	23M2C5
	1.06819

	6
	8
	6
	1
	0
	0
	33M2C5
	15.0942
	18.4853
	33M2C5
	1.14982

	6
	9
	6
	0
	0
	0
	223M3C4
	15.3120
	20.5470
	223M3C4
	1.34805


Table 8.6. Distance Degree Sequence (DDS) of Octanes, Lexicographic (Xord) and Central Ordering (Cord, cf. 1D-3D Criteria), Compared with the Indices X(L1W) , DM 1  and C(L3DS), Respectively.

	DDS
	Xord
	X(L1W)
	DM 1
	Cord
	C(L3DS)

	7
	6
	5
	4
	3
	2
	1
	C8
	16.83951
	15.61028
	C8
	0.44479

	7
	7
	5
	4
	3
	2
	0
	2MC7
	17.05950
	17.02015
	2MC7
	0.56848

	7
	7
	6
	4
	3
	1
	0
	3MC7
	17.08148
	17.56044
	3MC7
	0.60339

	7
	7
	6
	5
	2
	1
	0
	4MC7
	17.08346
	17.56044
	4MC7
	0.63236

	7
	7
	7
	5
	2
	0
	0
	3EC6
	17.10544
	17.91494
	25M2C6
	0.71165

	7
	8
	5
	4
	4
	0
	0
	25M2C6
	17.27968
	18.60840
	22M2C6
	0.73761

	7
	8
	6
	5
	2
	0
	0
	24M2C6
	17.30344
	19.20822
	3EC6
	0.75937

	7
	8
	7
	4
	2
	0
	0
	23M2C6
	17.32324
	19.60890
	24M2C6
	0.76325

	7
	8
	8
	4
	1
	0
	0
	34M2C6
	17.34502
	20.00839
	23M2C6
	0.76779

	7
	8
	8
	5
	0
	0
	0
	3E2MC5
	17.34700
	20.10744
	34M2C6
	0,81452

	7
	9
	5
	4
	3
	0
	0
	22M2C6
	17.49946
	20.51561
	33M2C6
	0.82412

	7
	9
	7
	4
	1
	0
	0
	33M2C6
	17.54302
	21.42983
	224M3C5
	1.01891

	7
	9
	8
	4
	0
	0
	0
	234M3C5
	17.56480
	22.07279
	3E2MC5
	1.04532

	7
	9
	9
	3
	0
	0
	0
	3E3MC5
	17.58460
	22.13693
	234M3C5
	1.05845

	7
	10
	5
	6
	0
	0
	0
	224M3C5
	17.72320
	22.80578
	3E3MC5
	1.11623

	7
	10
	8
	3
	0
	0
	0
	223M3C5
	17.78260
	24.14856
	223M3C5
	1.08177

	7
	10
	9
	2
	0
	0
	0
	233M3C5
	17.80240
	24.49869
	233M3C5
	1.13486

	7
	12
	9
	0
	0
	0
	0
	2233M4C4
	18.23800
	29.75000
	2233M4C4
	1.39893


8.5.2. Criteria of Centrocomplexity

8.5.2.1. X(LeM) Descriptors 


Descriptors of the type X(LeM) succeeded in separating pairs of recalcitrant isomers (i.e., which can not be discriminated by classical spectral parameters).


In simple cases, the ordering induced by the matrix L1W and the corresponding index X(L 1W) is sufficient. The ordering supplied by the above descriptors is identical to the lexicographic ordering of DDS (see also90) in the sets of heptanes and octanes (Tables 8.5 and 8.6.), or to that induced by the super-index71 DM 1 (the same Tables).


There are graphs with pairs of vertices showing oscillating values of eWi ,(when e increases) . In such cases, higher elongation, e, is needed for discrimination . Figure 8.8 shows a pair of such graphs (G8.23 and G8.24) in which vertices: 3 and 6’; 6 and 3’; 12 and 12’  are isospectral . Using layer matrices L2W allows the discrimination of both the mentioned vertices and the two graphs.53 

     (a)
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G8.23



     G8.24
        eWi :     3; 6’ :           3,    6,  14,    29,    66,  136,    310,    633,  1449,    2937,    6747 

                  6; 3’ :
          2,    5,    9,    22,    40,    92,    180,    432,    816,    1941,    3717

               12; 12’:           1,    3,    6,    14,    29,    66,    136,    310,    633,    1449,    2937

        eW :

        11,  24,  49,  106,  222,  479,  1014,  2186,  4651,  10023,  21380


    L2W matrices:



    L2W(G 8.23)



 L2W(G 8.24)

	1
	3
	5
	9
	9
	5
	8
	4
	3
	2
	
	3
	4
	8
	5
	6
	9
	8
	3
	2

	2
	5
	12
	9
	5
	8
	4
	3
	2
	0
	
	4
	11
	5
	6
	9
	8
	3
	2
	0

	3
	6
	14
	11
	8
	4
	3
	2
	0
	0
	
	5
	9
	12
	9
	8
	3
	2
	0
	0

	4
	6
	11
	16
	10
	3
	2
	0
	0
	0
	
	5
	11
	13
	14
	3
	2
	0
	0
	0

	5
	5
	14
	10
	11
	8
	0
	0
	0
	0
	
	6
	14
	13
	7
	8
	0
	0
	0
	0

	6
	5
	9
	12
	8
	8
	6
	0
	0
	0
	
	6
	14
	11
	7
	4
	6
	0
	0
	0

	7
	4
	8
	7
	9
	6
	8
	6
	0
	0
	
	5
	9
	11
	8
	5
	4
	6
	0
	0

	8
	3
	6
	5
	5
	9
	6
	8
	6
	0
	
	3
	7
	6
	9
	8
	5
	4
	6
	0

	9
	2
	3
	4
	5
	5
	9
	6
	8
	6
	
	2
	3
	5
	6
	9
	8
	5
	8
	6

	10
	3
	5
	9
	9
	5
	8
	4
	3
	2
	
	3
	4
	8
	5
	6
	9
	8
	3
	2

	11
	3
	5
	11
	10
	11
	8
	0
	0
	0
	
	3
	6
	11
	13
	7
	8
	0
	0
	0

	12
	3
	6
	11
	11
	8
	4
	3
	2
	0
	
	3
	6
	11
	11
	7
	4
	6
	0
	0

	X(L2W):    48.9915008066362410                                   48.9915008066421810


   (b) Vertex  ordering:


	G8.23
	X(L1W)i
	3
	5
	2
	4
	6
	  7
	  8
	12
	11
	(1,10)
	9

	
	X(L2W)i
	3
	4
	5
	2
	6
	  7
	12
	8
	11
	(1,10)
	9

	
	X(L3W)i
	3
	5
	2
	4
	6
	  7
	12
	8
	11
	(1,10)
	9

	
	X(L10W)i
	3
	4
	5
	2
	6
	12
	11
	7
	(1,10)
	8
	9

	
	X(L12W)i
	3
	4
	2
	5
	6
	12
	11
	7
	(1,10)
	8
	9

	
	X(L13W)i
	3
	5
	4
	2
	6
	12
	 7
	(1,10)
	11
	8
	9

	
	X(L14W)i
	3
	4
	2
	5
	6
	12
	11
	(1,10)
	  7
	8
	9

	       eigenvector
	3
	4
	5
	2
	6
	12
	11
	(1,10)
	  7 
	8
	9


	G8.24
	X(L1W)i
	5
	6
	2
	4
	3
	  7
	  8
	11
	12
	(1
	10)
	9

	
	X(L2W)i
	5
	6
	4
	3
	7
	  2
	  8
	11
	12
	(1
	10)
	9

	
	X(L3W)i
	5
	6
	4
	2
	3
	  7
	  8
	11
	12
	(1
	10)
	9

	
	X(L10W)i
	5
	6
	4
	7
	3
	  2
	12
	11
	  8
	(1
	10)
	9

	
	X(L12W)i
	5
	6
	4
	7
	3
	12
	 2
	11
	  8
	(1
	10)
	9

	
	X(L13W)i
	6
	5
	4
	7
	3
	  2
	11
	12
	  8
	(1
	10)
	9

	
	X(L14W)i
	5
	6
	4
	7
	3
	12
	11
	 2
	  8
	(1
	10)
	9

	         eigenvector
	5
	6
	4
	7
	3
	11
	12
	 2
	  8
	(1
	10)
	9


Figure 8.8. (a) Isospectral graphs, eWi  and eW sequences, matrices L2W; 

(b) Vertex ordering of G8.23 and G8.24 cf. normalized NX(LeW)i  

and normalized first eigenvector values.


It is useful that local values X(LeW)i  be normalized by dividing to the corresponding global  values (actually  NX(LeW)i values - see Tables 8.7 and 8.8). At large values of e, the NX values are superposed over the vertex weights (i.e., eWi /2eW - see91) and also over the coefficients of normalized first eigenvector . Tables 8.7 and 8.8 offer NX data only for even values of e (for which the ordering is closer to that induced by the normalized first eigenvector - see Figure 8.8(b)). This result is in agreement with the suggestion of Bonchev et.al.91 to rather consider the closed walks (i.e., eSRWi values ). However, our results indicate a better correlation (0.995) with  eWi  values (of even e values) than  with eSRWi  values ( 0.977).53

           Table 8. 7. Normalized NX(LeW)i  Values and Their Correlation with the 

                             Coefficients of Normalized First Eigenvector, of G8.23.
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	eigenvector
	normalized eigenvector

x102
	NX(LeW)i  x 102

     (L10W)            (L12W)             (L14W)            (L12SRW)

	1
	0.1847
	5.9903
	5.5734
	5.6128
	5.6477
	3.5974

	2
	0.3966
	12.8628
	12.5986
	12.8050
	12.9548
	15.7588

	3
	0.4823
	15.6423
	14.6547
	14.7643
	14.8401
	21.3600

	4
	0.4145
	13.4434
	13.8359
	13.8774
	13.9006
	15.0778

	5
	0.4078
	13.2261
	12.7587
	12.7736
	12.7670
	16.1178

	6
	0.2712
	8.7958
	9.6846
	9.5313
	9.4184
	8.4983

	7
	0.1747
	5.6660
	5.7881
	5.6671
	5.5935
	4.6879

	8
	0.1039
	3.3698
	4.0015
	3.8479
	3.7435
	2.3098

	9
	0.0484
	1.5697
	1.7165
	1.6325
	1.5862
	0.6503

	10
	0.1847
	5.9903
	5.5734
	5.6128
	5.6477
	3.5974

	11
	0.1899
	6.1590
	6.6061
	6.5539
	6.5110
	3.6474

	12
	0.2246
	7.2844
	7.2298
	7.3235
	7.3896
	4.7207

	
	
	
	r = 0.99351
	0.99492
	0.99566
	0.97727

	
	
	
	s = 0.08678
	0.07389
	0.19199
	0.18375


Table 8. 8. Normalized NX(LeW)i Values and Their  Correlation with the 

Coefficients of Normalized First Eigenvector, of G8.24.
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	eigenvector
	normalized eigenvector

x102
	NX(LeW)i  x 102

     (L10W)               (L12W)            (L14W)          (L12SRW)

	1
	0.1039
	3.3699
	4.0015
	3.8479
	3.7435
	2.1647

	2
	0.2230
	7.2327
	7.3449 
	7.2302 
	7.1495 
	8.3657 

	3
	0.2712
	8.7961
	9.6846 
	9.5313 
	9.4184 
	8.4982 

	4
	0.3594
	11.6567
	11.2019
	11.2105
	11.2110 
	11.7223

	5
	0.5005
	16.2331
	16.4405
	16.5834
	16.6681
	22.0785

	6
	0.4823
	15.6423
	14.6547
	14.7643
	14.8401 
	21.3601

	7
	0.3106
	10.0739
	9.9940
	10.0990
	10.1873
	9.4761

	8
	0.1847
	5.9903
	5.5735
	5.6128
	5.6477
	3.7423

	9
	0.0860
	2.7893
	2.7642
	2.7755
	2.7977
	0.9095

	10
	0.1039
	3.3699
	4.0015
	3.8479
	3.7435
	2.1645

	11
	0.2331
	7.5603
	7.1302
	7.1759
	7.2038
	4.8208

	12
	0.2246
	7.2844
	7.2298
	7.3235
	7.3896
	4.7207

	
	
	
	r = 0.99351
	0.99492
	0.99566
	0.97211

	
	
	
	s = 0.07084
	0.03612
	0.11162
	1.16896


8.5.2.2. eWM  Descriptors

Numbers eWM (i.e., descriptors Wiener of higher rank)63 have proved a highly discriminating capability. In this respect four graphs were selected: G8.15 : G8.16;52 and G8.25 : G8.26,92 (Figure 8.9). These graphs show degenerate DDS. Moreover these graphs show identical sequences for several 1WM numbers. The immediate consequence is the degeneracy of the corresponding Wiener-type numbers. Results are listed in Table 8.9.
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  Figure 8.9. Pairs of  graphs with degenerate DDS:   G8.25 and G8.26 :   11, 15, 16, 16, 5, 3

            G8.15 and G8.16 :   17, 24, 29, 25, 26, 23, 9

Table 8.9.  Numbers eWM  (of Rank 1 - 3) for the  Graphs G8.25 , G8.26 ,  G8.15 and G8.16 

	                  e
	G8.25
	G8.2 6
	G8.15
	G8.16

	eWDe                   1
                     2

                    3
	196

6692

227288
	196

6692

227252
	583

39173

2625203
	583

39173

2625299

	eWWe                   1

                    2

                    3
	196

10686

592184
	196

10686

592292
	583

70137

9051023
	583

70097

9066815

	eWHe             1

                   2

                   3
	29.33333

149.82250

762.56399
	29.35001

150.01529

764.13899
	55.23572

353.43560

2258.69928
	55.23572

353.43560

2258.66741

	eWDp                  1

                   2

                   3
	450

38171

3186855
	450

38119

3176484
	1638

329089

65720352
	1638

329089

65729760

	eWWp                 1

                   2    
	450

45940
	450

45946
	1638

464101
	1638

463865

	eWHp                  1

                   2

                   3
	20.74287

79.35440

300.62484
	20.76191

79.53998

301.76187
	35.48334

154.70112

671.90912
	35.48334

154.70112

671.89416

	eWW(A,De,De)  1

                    2          
	3780

2979036
	3491

2373482
	33851

155875988
	33896

155261932


Pair G8.25 : G8.26  and G8.15 : G8.16  show degeneracy among the topological indices based on distances in graph (see Table 8.10. ). Numbers 1WM  are also degenerate (even for some walk numbers of rank 2 : 2WDe   and  2WWe   but not for  2WDp and  2WWp ). The walk numbers of rank 3, 3WM , succeeded in separating both of these pairs of isomers.


The walk  numbers eWM are constructed on any topological square matrix M. The Schultz-type indices, particularly those path-calculated on the matrix combination: De, A, M,  (e.g., entries 13 and 15 - Table 8.10) show good discriminating ability.

Table 8.10. Distance-Based Indices of the Graphs G8.25, G 8.26, G 8.15 and G 8.16
	
	Index
	G8.25
	G8.26
	G8.15
	G8.16

	1
	W
	196
	196
	583
	583

	2
	HDe
	29.33333
	29.35
	55.23571
	55.23571

	
	
	
	
	
	

	3
	IP(CJD)
	450
	450
	1638
	1638

	4
	IE(CJD)
	196
	196
	583
	583

	5
	IP(RCJD)
	26.47508
	26.47508
	54.26032
	54.26245

	6
	IP(SZD)
	1253
	1310
	7286
	7264

	7
	IE(SZD)
	196
	196
	583
	583

	8
	IP(RSZD)
	6.68064
	6.48620
	8.05156
	7.74600

	
	
	
	
	
	

	9
	IP(SCH(A,A,CJD))
	3833
	3833
	14438
	14430

	10
	IE(SCH(A,A,CJD))
	75
	75
	294
	294

	11
	IP(SCH(A,A,SZD))
	6369
	6346
	33499
	33429

	12
	IE(SCH(A,A,SZD))
	75
	75
	294
	294

	13
	IP(SCH(De,A,CJD))
	514937
	514001
	7292966
	7293518

	14
	IE(SCH(De,A,CJD))
	42928
	42841
	416098
	416098

	15
	IP(SCH(De,A,SZD))
	1714455
	1824190
	38021230
	38048434

	16
	IE(SCH(De,A,SZD))
	216629
	212995
	3206482
	3208168


8.5.3. Distance Measure by  C- and  X-Type  Descriptors


Diudea53 evaluated the Manhattan distance, DM, by using local descriptors of centrality and centrocomplexity (C- and X-type, respectively) derived on layer matrices LeM. The set of testing graphs (G8.27-G8.30) is that in  Figure 8.10 (see also51). It can be seen that these graphs are built from semi-hexes (denoted A and B) ranged in the following sequence : (a) ABAB, (b) ABBA and (c) BAAB. It was proved (by circular permutations53) that there are only four distinct combinations: a-a, b-a, b-c and b-b.

(a)
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(b)

	e
	1
	2
	3
	4
	5
	6
	7
	8
	9

	2DDS(G8.27 -G8.30)
	88
	152
	200
	216
	248
	224
	168
	136
	96

	
	
	
	
	
	
	
	
	
	

	2 eWS(G8.27)
	88
	240
	616
	1648
	4312
	11440
	30088
	79592
	209704

	2 eWS(G8.28)
	88
	240
	616
	1648
	4312
	11440
	30088
	79592
	209712

	2 eWS(G8.29)
	88
	240
	616
	1648
	4312
	11440
	30088
	79592
	209712

	2 eWS(G8.30)
	88
	240
	616
	1648
	4312
	11440
	30088
	79592
	209720


Figure 8.10. (a) Graphs with degenerate  LC and L1W matrices. 

(b) DDS  and eWS of G8.27 - G8.30

Matrices LC and L1W (see Chap. Topological Matrices) degenerate in the set G8.27 - G8.30 which suggests that these graphs are very similar. Despite the fact that matrices LeW are not more degenerated at e > 2, they only differ in the entries corresponding to the remote vertices in graphs. Similar behavior shows the matrix LDS. The X-type indices show little differences, with respect to these graphs. Better results were obtained by using the C-type indices, when calculating the Manhattan distance, DM :53
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                  (8.44)
The results are listed in Table 8.11.

Table 8.11. Manhattan Distance DM  for  the Graphs G 8.27 - G8.30.

	(a) DM Calculated  with C(LDS)i  103 (dsp = 20) Values.

	graph
	G 8.27
	G 8.28
	G 8.29
	G 8.30

	G 8.27
	0
	3.3760
	5.5463
	1.2138

	G 8.28
	
	0
	2.8633
	3.4901

	G 8.29
	
	
	0
	5.8184

	G 8.30
	
	
	
	0

	(b) DM Calculated with C(L eWS)i  102 (dsp = 20; e = 2-6) 

Mean Values.

	graph
	G 8.27
	G 8.28
	G 8.29
	G 8.30

	G 8.27
	0
	11.8007
	13.8506
	11.0244

	G 8.28
	
	0
	6.6727
	10.0055

	G 8.29
	
	
	0
	11.0654

	G 8.30
	
	
	
	0



The correlating arrays (a) and (b) (Table 8.11) show that the structure G8.27 is closer to G8.30  and G8.28  to G8.29, the last pair being the closest among the whole set. This result is confirmed by the sequences eWS  (Table 8.11(b)): they differ only at elongation e = 9 thus demonstrating that all four structures are very similar. For the pair G8.28  : G8.29  the above sequences differ only for e = 13.
8.6.   Path,  Terminal  Path  and  Cycle  Complexity

In trees, path count superimposes on distance count: any two vertices in a connected graph are joined by a path which is the shortest one and unique. In cycle-containing graphs, more than one path may exist between two vertices. As the number of paths increases as the complexity of structure increases.

In the above section, the Distance Degree Sequence, DDS, was considered in comparing and ordering graphs. It was shown that graphs having degenerate (i.e., identical) DDS, provide degenerate topological indices based on distances in graph. It is conceivable that there exist graphs with degenerate All Path Sequence, APS. The idea may be extended to the detour degree sequence, (DS, all Shortest Path Sequence, SPS, all Longest Path Sequence, LPS, as well as to the Terminal Path Sequences, TPS, in graph. 

All these six sequences give information on the graph complexity. They could become criteria of similarity, in comparing rather than ordering structures within a set of molecules. None of them is unique for a certain structure, that is why they could not be criteria of isomorphism. In the following several selected structures are characterized by the above sequences and similarity aspects are discussed.

8.6.1. Graphs with Degenerate Sequences: APS, TPS, DDS and/or (DS
The graphs in Figure 8.11 were published by Diudea et al.93 and Dobrynin et al.94  The pair G8.31 : G8.32  shows degenerate APS, DDS and (DS  but different TPS. Cluj indices calculated on it are degenerated excepting the corresponding reciprocal ones (proving the degeneracy came out only at the operational level). Szeged indices solve the degeneracy but only the path-calculated indices. Far more useful proved to be the Schultz-type indices, as it can be seen in the bottom of Table 8.12. 

The pair G8.33 : G8.34 is reported to have not only the same APS but even the same path sequence matrix.94 However, the two graphs show different DDS. This is reflected in the different values of Harary index, HDe, despite the degeneracy of the Wiener index (i.e., the sum of all distances in graph). This pair also shows degenerate (DS, TPS, Cluj indices and the classical Szeged index, Sz = IE(SZD). Among the simple indices, only the hyper-Szeged index, IP(SZD), solves this pair. The Schultz-type indices I(SCH(M1,A,M3)), are again more discriminating ones (boldface, in Table 8.12). 
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Figure 8.11. Graphs with degenerate APS sequence.

The sequences of the graphs of Figure 8.11 are as follows:

G8.31:

TPS:
5.14.18.22.22.8.0.0.0

APS:
10.17.19.19.14.4.0.0.0

DDS:
10.17.14.4.0.0.0.0.0

(DS:
5.2.5.15.14.4.0.0.0

G8.32: 

TPS:
5.14.18.22.24.8.0.0.0

APS:
10.17.19.19.14.4.0.0.0

DDS:
10.17.14.4.0.0.0.0.0

(DS:
5.2.5.15.14.4.0.0.0

G8.33
TPS:    0.0.0.48.208.424.176.352.704.1408.2784.4912.8016.11216.13504.12992.6272.0...0

APS:   93.186.348.576.848.1164.1680.2848.4672.3208.4080.4152.2544.3304.3200.2976.3136.0.

DDS:  93.118.84.132.200.274.316.358.248.68.0...0

(DS:   13.18.20.24.44.140.48.96.96.192.192.0.0.144.0.288.576.0...0

G8.34
TPS:   0.0.0.48.208.424.176.352.704.1408.2784.4912.8016.11216.13504.12992.6272.0...0

APS:   93.186.348.576.848.1164.1680.2848.4672.3208.4080.4152.2544.3304.3200.2976.3136.0.

DDS:  93.118.84.132.200.274.316.354.260.56.4.0...0
(DS:   13.18.20.24.44.140.48.96.96.192.192.0.0.144.0.288.576.0...0

Table 8.12. Distance- and Path-Based Indices for the Graphs of Figure 8.11

	I
	G8.31
	G8.32
	G8.33
	G8.34

	W
	102
	102
	11741
	11741

	HDe
	24.1667
	24.1667
	422.9150
	422.9120

	w
	178
	178
	23681
	23681

	H(e
	14.8833
	14.8833
	195.1464
	195.1464

	
	
	
	
	

	IP(CFD)
	333
	333
	124897
	124897

	IP(RCFD)
	14.5401
	14.5813
	60.91107
	60.91107

	IE(CFD)
	121
	121
	16917
	16917

	IP(CF()
	147
	147
	33491
	33491

	IP(RCF()
	24.3000
	24.5000
	1182.963
	1182.963

	IE(CF()
	64
	64
	7821
	7821

	IP(CJD)
	297
	297
	120901
	120901

	IP(RCJD)
	16.1472
	16.1885
	62.90328
	62.90328

	IE(CJD)
	121
	121
	16917
	16917

	IP(CJ()
	147
	147
	33491
	33491

	IP(RCJ()
	24.3000
	24.5000
	1182.963
	1182.963

	IE(CJ()
	64
	64
	7821
	7821

	
	
	
	
	

	IP(SZD)
	549
	537
	922067
	929875

	IE(SZD)
	121
	121
	16917
	16917

	IP(SZ()
	631
	647
	892955
	892955

	IE(SZ()
	121
	121
	9781
	9781

	
	
	
	
	

	IP(SCH(A ,A ,CFD))
	3255
	3279
	1504350
	1504350

	IP(SCH(A ,A ,CJD))
	2843
	2847
	1428474
	1428474

	IP(SCH(De,A ,CFD))
	177969
	178041
	20548161320
	20553577720

	IP(SCH(De,A ,CJD))
	133837
	134529
	19810608456
	19812619992


8.6.2. Cycle Complexity

8.6.2.1. Cycles in  Graphs


By visiting the TP structure of a graph it is possible to count the cycles in that graph. The procedure works on a List of vertex neighborhood, (VN: Array[0..|V|,0..14]of Integer) according to the construction C8.1:

Searching for Cycles:

	For i:=1, |V| do

    For each tp ( TPG (i) do {each terminal path of vertex i}

      For j:=1, VN[tp[0],0] do {all neighbors of the last vertex}

         If VN[tp[0],j]<> tp[tp[0]-1] then {vertex different from the last one}


    For k:=1 to tp[0]-2 execute {at least 3 vertices in a cycle}


      If tp[k]=VN[tp[0],j] then {there exist cycles}


       The vertex sequence tp[k],...,tp[tp[0]] means a cycle


      EndIf;


   EndFor;

         EndIf;

      EndFor;

   EndFor;

EndFor;
	(C8.1)





The above algorithm searches for cycles at the end of TP of a graph. It counts all cycles, according to the observation that: “for any cycle there exists a terminal path that ends in that cycle”.


The list of cycles, provided by the algorithm, may be ordered cf. the cycle length and then only the distinct cycles are listed, in increasing ring size order. A sequence of cycle matrix SCy associated with the graph is thus constructed:


[SCy]i,j = No. of j-membered cycles traversing vertex  i 


   (8.45)

A global cycle sequence, CyS, is finally provided:
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   (8.46)

 The procedure is exemplified on the graph representing 2 Azabicyclo [ 2, 2, 1 – hept-5-en-3-one ] (Figure 8.12): 


Cycle counting as given by the above algorithm is an exact solution of the ring perception problem, very similar (but not identical) to the algorithm proposed by Balducci and Pearlman.95 
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(1) Unsorted List of Cycles:

	4
	5
	3
	6
	7
	
	
	4
	2
	1
	3
	6
	7

	4
	7
	6
	3
	5
	
	
	4
	7
	6
	3
	1
	2

	1
	3
	6
	7
	4
	2
	
	3
	6
	7
	4
	2
	1

	3
	6
	7
	4
	5
	
	
	6
	3
	5
	4
	7
	

	1
	3
	5
	4
	2
	
	
	3
	5
	4
	2
	1
	

	2
	4
	5
	3
	1
	
	
	3
	1
	2
	4
	5
	

	4
	5
	3
	6
	7
	
	
	6
	3
	1
	2
	4
	7

	4
	7
	6
	3
	5
	
	
	4
	2
	1
	3
	5
	

	2
	4
	7
	6
	3
	1
	
	4
	5
	3
	1
	2
	

	3
	6
	7
	4
	5
	
	
	4
	5
	3
	1
	2
	

	3
	1
	2
	4
	5
	
	
	4
	2
	1
	3
	5
	

	3
	5
	4
	2
	1
	
	
	3
	1
	2
	4
	5
	

	3
	6
	7
	4
	5
	
	
	3
	5
	4
	2
	1
	

	3
	6
	7
	4
	2
	1
	
	6
	3
	5
	4
	7
	

	4
	7
	6
	3
	1
	2
	
	3
	5
	4
	2
	1
	

	4
	7
	6
	3
	5
	
	
	3
	1
	2
	4
	5
	

	4
	5
	3
	6
	7
	
	
	6
	3
	1
	2
	4
	7

	4
	5
	3
	1
	2
	
	
	4
	2
	1
	3
	5
	

	4
	2
	1
	3
	5
	
	
	4
	5
	3
	1
	2
	

	4
	2
	1
	3
	6
	7
	
	
	
	
	
	
	


(2) List of Cycles Ordered by Length:

	4
	5
	3
	6
	7
	
	
	4
	5
	3
	1
	2
	

	4
	7
	6
	3
	5
	
	
	4
	2
	1
	3
	5
	

	3
	6
	7
	4
	5
	
	
	3
	1
	2
	4
	5
	

	1
	3
	5
	4
	2
	
	
	3
	5
	4
	2
	1
	

	2
	4
	5
	3
	1
	
	
	6
	3
	5
	4
	7
	

	4
	5
	3
	6
	7
	
	
	3
	5
	4
	2
	1
	

	4
	7
	6
	3
	5
	
	
	3
	1
	2
	4
	5
	

	3
	6
	7
	4
	5
	
	
	4
	2
	1
	3
	5
	

	3
	1
	2
	4
	5
	
	
	4
	5
	3
	1
	2
	

	3
	5
	4
	2
	1
	
	
	1
	3
	6
	7
	4
	2

	3
	6
	7
	4
	5
	
	
	2
	4
	7
	6
	3
	1

	4
	7
	6
	3
	5
	
	
	3
	6
	7
	4
	2
	1

	4
	5
	3
	6
	7
	
	
	4
	7
	6
	3
	1
	2

	4
	5
	3
	1
	2
	
	
	4
	2
	1
	3
	6
	7

	4
	2
	1
	3
	5
	
	
	4
	2
	1
	3
	6
	7

	6
	3
	5
	4
	7
	
	
	4
	7
	6
	3
	1
	2

	3
	5
	4
	2
	1
	
	
	3
	6
	7
	4
	2
	1

	3
	1
	2
	4
	5
	
	
	6
	3
	1
	2
	4
	7

	4
	2
	1
	3
	5
	
	
	6
	3
	1
	2
	4
	7

	4
	5
	3
	1
	2
	
	
	
	
	
	
	
	


Figure 8.12.  Cycle counting of 2 Azabicyclo [ 2, 2, 1 – hept-5-en-3-one ], G8.35
(3) List of Distinct Cycles:

	4
	5
	3
	6
	7
	

	1
	3
	5
	4
	2
	

	1
	3
	6
	7
	4
	2


(4) Sequence of Cycle Matrix, SCy:

	0
	0
	0
	0
	1
	1
	0
	0

	0
	0
	0
	0
	1
	1
	0
	0

	0
	0
	0
	0
	2
	1
	0
	0

	0
	0
	0
	0
	2
	1
	0
	0

	0
	0
	0
	0
	2
	0
	0
	0

	0
	0
	0
	0
	1
	1
	0
	0

	0
	0
	0
	0
	1
	1
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0


(5) Cycle Sequence, CyS:

0.0.0.0.2.1.0.0


Figure 8.12.  (Continued)

Cycle counting can be used as a cycle complexity criterion, CyC: the increasing lexicographic order of  CyS shows the graph with the larger number of smallest rings, which is the most complex and symmetrical among a set of isomeric graphs. A CyS can be used as a first fingerprint for a cycle-containing graph.

8.6.2.2. Cubic Graphs with Degenerate Sequences SPS, LPS, DDS and/or (DS  

but Different Cycle-Count

Figure 8.13. presents a collection of 14 regular cubic graphs (i.e., graphs having the degree 3 for all of their vertices) with N = 12 and degenerate sequences SPS, LPS, DDS and/or (DS  but different TPS,  APS and CyS.  All these graphs show different cycle sequences. The ordering of the graphs G8.mn , given by increasing lexicographic ordered CyS, is shown in the following array:

CyS  Lexicographic Ordering for the 14 Graphs of Figure 8.13

8.37.   0.0.0.1.6.12.10.11.22.20.8.1

8.36.   0.0.0.1.8.6.12.21.12.18.12.1

8.43.   0.0.0.3.0.20.0.24.0.24.0.1

8.42.   0.0.0.3.4.8.12.12.20.14.8.1

8.41.   0.0.0.3.4.8.12.13.22.14.12.1

8.40.   0.0.0.3.5.5.13.18.15.19.7.1

8.44.   0.0.0.4.0.16.0.29.0.36.0.1

8.47.   0.0.0.4.2.8.14.9.26.10.12.1

8.48.   0.0.0.4.4.2.16.17.16.14.12.1

8.49.   0.0.0.4.4.4.12.16.20.16.12.1

8.45.   0.0.0.6.0.6.12.6.36.6.12.1

8.46.   0.0.0.6.0.8.0.36.0.36.0.1

8.39.   0.0.0.0.8.12.8.12.24.20.8.1

8.38.   0.0.0.0.9.9.9.18.18.18.12.1
All of them are Hamiltonian circuits: they can be drawn on a circle. Cycle sequence can be also used as a clustering criterion. Only three of the graphs in Figure 8.13  show all even-membered cycles (G8.43; G8.44 and G8.46). Note also that G8.46 and G8.48 are polyhedra (see also96).

Half of the graphs in Figure 8.13  are full Hamiltonian detour graphs, FH( - (see Chap. Cluj Indices) - property that could be another similarity criterion. 
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Figure 8.13. Graphs with degenerate sequences SPS, LPS, DDS and/or (DS

                  but different TPS, APS, and CyS

A simple similarity view indicates some clustering of these graphs, as shown below:

SPS:

(8.37; 8.49); (8.40; 8.48)

LPS:

(8.47; 8.49)

DDS: 

(8.36; 8.37);(8.38; 8.39);(8.40; 8.41; 8.42; 8.43)

(DS: 

(8.37; 8.42); (8.43; 8.44; 8.46)

DDS&(DS:      (8.47; 8.48; 8.49)

FH(: 

(8.36; 8.39; 8.41; 8.45; 8.47; 8.48; 8.49)

The sequences and vertex orbits (identified according to the length of all terminal paths starting from the vertex i, L(TPG(i))) for the graphs of Figure 8.13 are as follows:

G8.36:   FH(
TPS:

0.0.0.0.0.16.88.184.384.736.464

APS:

18.36.72.140.236.388.560.676.704.600.232

SPS:

18.36.28.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.0.232

DDS:

18.34.14.0.0.0.0.0.0.0.0
(DS:

0.0.0.0.0.0.0.0.0.0.66

CyS:

0.0.0.1.8.6.12.21.12.18.12.1

Vertex Orbits: 
{1,2,3,4}; {5,6,7,8}; {9,10,11,12}

G8.37: 

TPS:

0.0.0.0.0.8.56.216.468.648.488

APS:

18.36.72.140.246.382.546.698.738.568.244

SPS:

18.36.38.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.20.244

DDS:

18.34.14.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.2.64

CyS:

0.0.0.1.6.12.10.11.22.20.8.1

Vertex Orbits: 
{1,2,3,4}; {5,6,7,8}; {9,11}; {10, 12}

G8.38: 

TPS:

0.0.0.0.0.0.72.216.396.702.504

APS:

18.36.72.144.243.387.567.693.711.603.252

SPS:

18.36.27.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.45.252

DDS:

18.36.12.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.3.63

 
CyS:

0.0.0.0.9.9.9.18.18.18.12.1

Vertex Orbits: 
{1,2,3,5,6,8,9,10,11}; {4,7,12}

G8.39:    FH(
TPS:

0.0.0.0.0.0.48.240.432.688.496

APS:

18.36.72.144.248.384.560.704.728.592.248

SPS:

18.36.32.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.0.248

DDS:

18.36.12.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.0.66

CyS:

0.0.0.0.8.12.8.12.24.20.8.1

Vertex Orbits: 
{1,2,6,7,8,10,11,12}; {3,4,5,9}

G8.40:
TPS:

0.0.0.0.4.28.88.210.420.564.496

APS:

18.36.72.132.227.375.543.673.690.530.248

SPS:

18.36.36.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.42.248

DDS:

18.30.18.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.4.62

CyS:

0.0.0.3.5.5.13.18.15.19.7.1

Vertex Orbits: 
{1,11}; {2,5,7,8}; {3,6,}; {4,9}; {10,12}

G8.41:  FH(
TPS:

0.0.0.0.4.20.80.228.420.580.492

APS:

18.36.72.132.232.372.536.684.698.536.246

SPS:

18.36.41.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.0.246

DDS:

18.30.18.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.0.66

CyS:

0.0.0.3.4.8.12.13.22.14.12.1

Vertex Orbits: 
{1,2,3,5,7,8}; {4,9}; {6,11}; {10,12}

G8.42: 

TPS:

0.0.0.0.0.16.64.232.400.544.544

APS:

18.36.72.132.232.372.536.692.696.544.272

SPS:

18.36.42.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.16.272

DDS

18.30.18.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.2.64

CyS:

0.0.0.3.4.8.12.12.20.14.8.1

Vertex Orbits: 
{1,2,3,4,5,6,9,11}; {7,8,10,12}

G8.43:  H(12,5,-5)* = P(6,1,3)**
TPS:

0.0.0.0.0.0.96.96.672.384.576

APS:

18.36.72.132.252.360.552.648.816.480.288

SPS:

18.36.60.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.480.288

DDS:

18.30.18.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.30.36

CyS:

0.0.0.3.0.20.0.24.0.24.0.1

Vertex Orbits: 
{1,2,3,4,5,6,7,8,9,10,11,12}

G8.44: 

TPS:

0.0.0.0.8.8.128.128.608.392.536

APS:

18.36.72.128.240.352.556.632.768.464.268

SPS:

18.36.56.16.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.464.268

DDS:

18.28.18.2.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.30.36

CyS:

0.0.0.4.0.16.0.29.0.36.0.1

Vertex Orbits: 
{1,2,3,5,6,7,8,11}; {4,9,10,12}

G8.45: FH(
TPS:

0.0.0.0.24.24.96.288.408.480.456

APS:

18.36.72.120.216.348.516.708.648.468.228

SPS:

18.36.48.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.0.228

DDS:

18.24.24.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.0.66

CyS:

0.0.0.6.0.6.12.6.36.6.12.1

Vertex Orbits: 
{1,2,3,4,5,6,7,8,9,10,11,12}

G8.46:   H(12,3,-3)*

TPS:

0.0.0.0.24.24.144.144.576.408.456

APS:

18.36.72.120.216.336.564.624.720.432.228

SPS:

18.36.48.48.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.432.228

DDS:

18.24.18.6.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.30.36

CyS:

0.0.0.6.0.8.0.36.0.36.0.1

Vertex Orbits: 
{1,2,3,4,5,6,7,8,9,10,11,12}

G8.47:  FH(
TPS:

0.0.0.0.8.32.80.252.428.492.504

APS:

18.36.72.128.230.370.522.694.680.498.252

SPS:

18.36.46.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.0.252

DDS:

18.28.20.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.0.66

CyS:

0.0.0.4.2.8.14.9.26.10.12.1

Vertex Orbits: 
{1,3,6,11}; {2,5,7,8}, {4,9}, {10,12}

G8.48:   FH(;   H(12, 3,6,3)*
TPS:

0.0.0.0.8.56.80.232.416.520.472

APS:

18.36.72.128.220.376.536.672.664.496.236

SPS:

18.36.36.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.0.236

DDS:

18.28.20.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.0.66

CyS:

0.0.0.4.4.2.16.17.16.14.12.1

Vertex Orbits: 
{1,2,3,5,6,7,8,11}; {4,9,10,12}

G8.49:   FH(
TPS:

0.0.0.0.8.24.88.224.416.520.504

APS:

18.36.72.128.220.364.540.676.680.512.252

SPS:

18.36.38.0.0.0.0.0.0.0.0

LPS:

0.0.0.0.0.0.0.0.0.0.252

DDS:

18.28.20.0.0.0.0.0.0.0.0

(DS:

0.0.0.0.0.0.0.0.0.0.66

CyS:

0.0.0.4.4.4.12.16.20.16.12.1

Vertex Orbits: 
{1,2,3,4,5,6,9,11}; {7,8,10,12}

* Hamiltonian circuit symbol (see Sect.8.7)

** Petersen generalized graph (see Sect.8.7)

Table 8.13. Distance-and Path-Based Indices for the Graphs of Figure 8.13
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I     G
	G8.36
	G8.37
	G8.38
	G8.39
	G8.40
	G8.41
	G8.42
	G8.43
	G8.44
	G8.45
	G8.46
	G8.47
	G8.48
	G8.49

	W
	128
	128
	126
	126
	132
	132
	132
	132
	136
	138
	144
	134
	134
	134

	w
	726
	724
	723
	726
	722
	726
	724
	696
	696
	726
	696
	726
	726
	726

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	IP(CFD)
	1282
	1332
	1218
	1286
	1381
	1385
	1376
	1476
	1582
	1434
	1578
	1396
	1402
	1410

	IE(CFD)
	358
	456
	369
	418
	403
	452
	476
	648
	640
	450
	648
	472
	374
	416

	IP(CF()
	66
	72
	75
	66
	78
	66
	72
	156
	156
	66
	156
	66
	66
	66

	IE(CF()
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	 IP(CJD)
	1152
	1168
	1134
	1146
	1202
	1210
	1242
	1338
	1360
	1242
	1452
	1238
	1222
	1226

	IE(CJD)
	358
	456
	369
	418
	403
	452
	476
	648
	640
	450
	648
	472
	374
	416

	IP(CJ()
	66
	72
	75
	66
	78
	66
	72
	156
	156
	66
	156
	66
	66
	66

	IE(CJ()
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18
	18

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	IP(SZD)
	1258
	1294
	1218
	1246
	1358
	1376
	1408
	1536
	1572
	1458
	1696
	1418
	1394
	1406

	IE(SZD)
	358
	456
	369
	418
	403
	452
	476
	648
	640
	450
	648
	472
	374
	416

	IP(SZ()
	66
	110
	120
	66
	152
	66
	110
	1326
	1326
	66
	1326
	66
	66
	66

	IE(SZ()
	18
	34
	36
	18
	46
	18
	32
	648
	648
	18
	648
	18
	18
	18


From Figure 8.13 and Table 8.13 it can be seen that sequences SPS, LPS, and particularly DDS and (DS  induce a clustering among the set of these structures. The consequence is the degeneracy of indices based on distances and detours, respectively. The cluster of  full Hamiltonian detour graphs, FH(, show a minimal value for the detour-based indices: IP(M(); M = CJ, CF and SZ: 
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. Also, the corresponding edge-computed indices show a minimal value:  
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in cubic graphs. The distance-based Cluj and Szeged hyper indices are all different: IP(CJD) ( IP(CFD) ( IP(SZD).

8.6.3. Families of Graphs with Degenerate Sequences and Rearrangements

8.6.3.1. Spiro-Graphs with Degenerate Sequences

Figure 8.14 illustrates a set of spiro-graphs (i.e., graphs having two simple cycles incident in a single collapsed atom). These graphs represent the spiro-copy of the graphs G8.27-G8.30. The two families show degenerate sequences, TPS, APS, DDS, (DS, and CyS for the spiro-family being presented below. It is obvious that a calculation of some chemical distance by using such sequences is impossible. Obviously, the four spiro-structures are very similar. Moreover, a whole list of TI based on these sequences are degenerated (Table 8.14 includes only the distance- and detour-based indices which are degenerated).
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 Figure 8.14. Spiro-graphs with degenerate TPS, APS, DDS, (DS, and CyS sequences

The degenerate sequences for the spiro-graphs of Figure 8.14 are as follows:

TPS:
16.40.80.136.200.244.416.496.536.912.1160.1200.1728.1328.448.0...0

APS:
40.76.128.188.264.356.488.592.768.1056.1248.1360.1408.832.224.0...0

DDS:
40.76.116.132.120.82.48.16.0...0

(DS:
16.4.0.0.0.2.0.0.4.32.72.104.176.164.56.0...0

CyS:     0.0.0.0.0.4.0.0.0.0.0.15.0...0

Table 8.14. Topological Indices for the Spiro-Graphs of Figure 8.14.

	
	Index
	G8.50
	G8.51
	G8.52
	G8.53
	Similarity

	1
	W
	2624
	2624
	2624
	2624
	degenerated

	2
	HDe
	196.190476
	196.190476
	196.190476
	196.190476
	degenerated

	3
	w
	7856
	7856
	7856
	7856
	degenerated

	4
	H(e
	66.175980
	66.175980
	66.175980
	66.175980
	degenerated

	
	
	
	
	
	
	

	5
	IP(CFD)
	56732
	56736
	56740
	56732
	G8.50 - G8.53

	6
	 IP(RCFD)
	132.450543
	132.441500
	132.432463
	132.450531
	discriminated

	7
	 IP(CF()
	6064
	6064
	6064
	6064
	degenerated

	8
	 IP(RCF()
	259.478160
	259.367049
	259.478160
	259.033715
	G8.50 - G8.52

	9
	 IP(CJD)
	45408
	45408
	45408
	45408
	degenerated

	10
	 IP(RCJD)
	139.544074
	139.544098
	139.544095
	139.544126
	discriminated

	11
	 IP(CJ()
	5752
	5752
	5752
	5752
	degenerated

	12
	 IP(RCJ()
	259.858843
	259.747732
	259.858843
	259.414398
	G8.50 - G8.52


Table 8.14 (Continued)
	13
	 IP(SCH(A,A,CFD) )
	717320
	717516
	717712
	717320
	G8.50 - G8.53

	14
	 IP(SCH(A,A,CF() )
	79984
	79984
	79984
	79984
	degenerated

	15
	IP(SCH(A,A,CJD) )
	498708
	498712
	498712
	498716
	G8.51 - G8.52

	16
	IP(SCH(A,A,CJ() )
	74216
	74216
	74216
	74216
	degenerated

	17
	IP(SCH(A,A,SZD) )
	795024
	795032
	795032
	795040
	G8.51 - G8.52

	18
	IP(SCH(A,A,SZ() )
	682600
	682612
	682600
	682648
	G8.50 - G8.52

	
	
	
	
	
	
	

	19
	IP(SCH(De,A,CFD))
	1842206288
	1843228300
	1844250520
	1842206400
	discriminated

	20
	IP(SCH(De,A,CF() )
	140244912
	140244732
	140244672
	140244672
	G8.52 - G8.53

	21
	IP(SCH(De,A,CJD ))
	1021397364
	1021397421
	1021396876
	1021398568
	discriminated

	22
	IP(SCH(De,A,CJ() )
	135360880
	135360700
	135360640
	135360640
	G8.52 - G8.53

	23
	IP(SCH((e,A,CFD))
	17815556248
	17825108344
	17834666560
	17815549848
	discriminated

	24
	IP(SCH((e,A,CF() )
	1322993536
	1322992844
	1322993536
	1322990768
	G8.50 - G8.52

	25
	IP(SCH((e,A,CJD))
	10099587348
	10099580053
	10099581748
	10099569368
	discriminated

	26
	IP(SCH((e,A,CJ() )
	1271920544
	1271919852
	1271920544
	1271917776
	G8.50 - G8.52

	
	
	
	
	
	
	

	27
	IP(SCH(De,A,SZD))
	3169720572
	3169684668
	3169689676
	3169638748
	discriminated

	28
	IP(SCH(De,A,SZ())
	2484822748
	2484806956
	2484852940
	2484699196
	discriminated

	29
	IP(SCH((e,A,SZD))
	28437624492
	28437008460
	28437077836
	28436253676
	discriminated

	30
	IP(SCH((e,A,SZ() )
	22416183548
	22415626044
	22416183548
	22413953532
	G8.50 - G8.52


A very interesting behavior is shown the Cluj and Szeged indices, both as basic indices and as Schultz-type composite indices (Table 8.14). Indices induce different clustering  within this set (indicated in the last column of Table 8.14). Only the reciprocal Cluj-distance indices, among the basic indices, discriminated the whole set (boldface values). Among the composite indices, those constructed on distance were more discriminating than those based on detours or adjacency. Since different indices induce different clustering, the occurrence of one or another cluster may be used in drawing the similarity in a set of structures, anyhow, very related.

Despite the degeneracy of TPS, the length of all terminal paths starting from the vertex i,  L(TPG(i)), (as LTP descriptor, in Table 8.15) succeeded in separating the orbits of equivalent vertices in all these structures.

    Table 8.15. Vertex Orbits VO's, of the Graphs of Figure 8.14 and Their LTP Values.

	G8.50
	G8.51
	G8.52
	G8.53

	VO
	LTP
	VO
	LTP
	VO
	LTP
	VO
	LTP

	{1,4,9,14}
	1817
	{4}

{14}

{1}

{9}
	1724

1789

1845

1910
	{4}

{1,9}

{14}
	1752

1817

1882
	{4,14}

{1,9}
	1696

1938

	
	
	
	
	
	
	
	

	{2,7,12,17}

{3,8,13,18}

{5,10,15,20}

{6,11,16,19}
	2598

2701

2914

2932
	{2}

{8}

{17}

{12}

{3}

{18}

{7}

{13}

{5}

{6}

{20}

{11}

{10}

{19}

{15}

{16}
	2578

2590

2598

2610

2689

2701

2709

2721

2902

2912

2914

2922

2924

2932

2934

2944
	{2,8}

{13,17}

{3,7}

{12,18}

{5,11}

{6,10}

{16,20}

{15,19}
	2578

2610

2689

2721

2902

2912

2934

2944
	{2,8,12,18}

{3,7,13,17}

{5,11,15,19}

{6,10,16,20}
	2590

2709

2922

2924

	
	
	
	
	
	
	
	

	{21,22,25,26,

29,30,33,34}

{23,27,31,35}

{24,28,32,36}
	2840

2952

3182
	{21,22}

{26,27}

{33,34}

{29,30}

{36}

{23}

{35}

{25}

{31}

{24}

{28}

{32}
	2818

2832

2840

2854

2914

2938

2952

2960

2974

3168

3190

3204
	{21,22,26,27}

{30,31,33,34}

{23,25}

{29,35}

{24,28}

{32,36}
	2818

2854

2938

2974

3168

3204
	{21,22,26,27,

29,30,34,35}

{23,25,31,33}

{24,28,32,36}
	2832

2960

3190


8.6.3.2. Spiro-Graphs with Degenerate Rearrangements


Again the terminal paths proved to be useful descriptors in separating the vertex orbits and again the spiro-graphs (Figure 8.15) show interesting properties. Thus, the graph G8.54-a may be viewed as a knot in 3D optimized geometry (G8.54-b). In a 3D configuration, G8.55_a  looks  like G8.55_d  (a true catenand).


By crossing two edges, say G8.54-a {(2,5); (9,12)} results in G8.55(a) {(5,20); (2,19)}. This last graph, by a further crossing process: G8.55_a {(7,9); (16,15)}

G8.55_b {(7,15); (9,16)} lead to the isomorphic graph G8.55_b. The renumbering of G8.55_b offers a labeling (as in G8.55_c) that preserves the connectivity in G8.55_a. Thus G8.55_c is automorphic with G8.55_a. In other words, the crossing process G8.55_a              G8.55_b represents a  degenerate rearrangement.
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Figure 8.15. Spiro-graphs and a degenerate rearrangement

G8.55_a {(7,9);(16,15)}              G8.55_b {(7,15);(9,16)}

The sequences and vertex orbits (identified according to the length of all terminal paths starting from the vertex i, L(TPG(i))) for the spiro-graphs of Figure 8.15 are as follows:

  
 G8.54
TPS:


0.0.0.0.16.16.16.16.48.48.160.224.224.0.0.0.0.0.0

APS:


24.40.56.72.120.144.160.240.320.336.480.448.224.0...0

DDS:


24.40.44.32.32.18.0.0.0.0.0.0.0.0.0.0.0.0.0

(DS:


0.0.0.0.0.2.0.0.4.32.40.56.56.0.0.0.0.0.0

CyS:


0.0.0.0.0.4.0.0.0.0.0.16.0.0.0.0.0.0.0.0

Vertex Orbits:    {1,6,10,14}; (2,3,4,5,7,8,9,11,12,13,15,16,17,18,19,20}

G8.55
TPS:


0.0.0.0.8.8.8.56.72.72.120.216.216.0.0.0.0.0.0

APS:


24.40.56.72.120.156.188.300.340.324.420.432.216

DDS:


24.40.50.52.24.0.0.0.0.0.0.0.0.0.0.0.0.0.0

(DS:


0.0.0.0.0.0.0.0.6.16.56.28.84.0.0.0.0.0.0

CyS:


0.0.0.0.0.2.0.0.8.0.0.9.0.0.0.0.0.0.0.0

Vertex Orbits:
{1,6,10,14};{2,3,4,5,12,13,19,20}; {7,8,9,11,15,16,17,18}

8.6.3.3. A Family of FH( Cubic Graphs 


Figure 8.16 illustrates a collection of cubic graphs, (in projection, 8.16 (a) and as 3D view, 8.16 (b)) whose point molecular symmetry is C3V (the first three) and C1 (the last two). Note that the structure G8.57, was published by Diudea et. al.97 in the G8.57-c  representation (Figure 8.17). Also note that G8.56  is a polyhedron (see G8.56-b and also96).
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Figure 8.16.a. A family of FH( cubic graphs ( projection )
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Figure 8.16.b. A family of FH( cubic graphs (3D view) 

The sequences and vertex orbits (identified according to the length of all terminal paths starting from the vertex i, L(TPG(i))) for the spiro-graphs of Figure 8.16 are as follows:

G8.56 

TPS:
0.0.0.0.0.36.84.156.396.708.1332.2166.2364.2544.1212

APS:
24.48.96.180.318.576.975.1569.277.973.1519.1573.844.1878.606

SPS:
24.48.54.42.0.0.0.0.0.0.0.0.0.0.0

LPS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.606

DDS:
24.42.39.15.0.0.0.0.0.0.0.0.0.0.0

(DS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.120

CyS:
0.0.0.3.6.1.9.18.31.48.39.46.54.30.16.1

G8.57 

TPS:
0.0.0.0.0.0.36.108.216.696.1560.2220.2820.3132.1308

APS:
24.48.96.192.354.636.1086.1668.352.1288.1936.1784.1336.172.654

SPS:
24.48.66.0.0.0.0.0.0.0.0.0.0.0.0

LPS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.654

DDS:
24.48.48.0.0.0.0.0.0.0.0.0.0.0.0

(DS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.120

CyS:
0.0.0.0.6.7.12.27.28.24.54.76.54.36.16.1

G8.58 

TPS:
0.0.0.0.0.12.36.108.384.654.1404.2370.2328.2808.1380

APS:
24.48.96.180.333.621.1011.1557.280.1066.1780.1724.1018.430.690

SPS:
24.48.69.0.0.0.0.0.0.0.0.0.0.0.0

LPS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.690

DDS:
24.42.54.0.0.0.0.0.0.0.0.0.0.0.0

(DS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.120

CyS:
0.0.0.3.3.1.21.21.16.42.42.52.60.24.16.1

G8.59 

TPS:
0.0.0.0.0.0.0.48.240.816.1572.2346.2796.2910.1548

APS:
24.48.96.192.369.657.1071.1683.430.1354.817.1151.1387.181.774

SPS:
24.48.81.0.0.0.0.0.0.0.0.0.0.0.0

LPS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.774

DDS:
24.48.48.0.0.0.0.0.0.0.0.0.0.0.0
(DS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.120
CyS:
0.0.0.0.3.11.21.15.18.39.66.69.48.33.16.1

G8.60 

TPS:
0.0.0.0.0.0.12.132.276.576.1344.2436.2928.2748.1512

APS:
24.48.96.192.354.612.1056.1716.370.1168.1822.1258.1366.210.756

SPS:
24.48.66.48.0.0.0.0.0.0.0.0.0.0.0

LPS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.756

DDS:
24.48.36.12.0.0.0.0.0.0.0.0.0.0.0

(DS:
0.0.0.0.0.0.0.0.0.0.0.0.0.0.120

CyS:
0.0.0.0.6.11.6.15.48.33.30.69.72.36.16.1

Vertex Orbits: {1}; {2,6,9}; {3,4,7,10,13,14}; {5,8,11,12,15,16}

All graphs shown in Figure 8.16 are well discriminated both by sequences (see above) and topological (2D) indices (Table 8.16): IP(CJD) ( IP(CFD) ( IP(SZD). All these graphs have the same vertex orbit structure (see above). The pair G8.57 : G8.59  shows degenerate DDS and, of course the corresponding Wiener and Harary degenerate indices. For this pair, the SPS is not degenerated. This family represents a cluster among the cubic cages with 16 vertices and girth46 (i.e., the smallest circuit in a cage) (4: they all are FH( graphs, with degenerate (DS  and degenerate indices based on detours. The LPS fully discriminates among these structures.

As shown above, the FH( graphs show a minimal value for the detour-based indices: IP(M(); M = CJ, CF and SZ, 
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 and the corresponding edge-computed indices show a minimal value, in these cubic graphs,  
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Table 8.16. Topological Indices for the Graphs of Figure 8.16.

	I
	G8.56
	G8.57
	G8.58
	G8.59
	G8.60

	W
	285
	264
	270
	264
	276

	HDe
	61.7500
	64.0000
	63.0000
	64.0000
	63.0000

	w
	1800
	1800
	1800
	1800
	1800

	H(e
	7.9999
	7.9999
	7.9999
	7.9999
	7.9999

	
	
	
	
	
	

	IP(CFD)
	4692
	4059
	4035
	4050
	4476

	IE(CFD)
	942
	804
	981
	981
	1149

	IP(CF()
	120
	120
	120
	120
	120

	IE(CF()
	24
	24
	24
	24
	24

	
	
	
	
	
	

	IP(CJD)
	4194
	3558
	3408
	3576
	4146

	IE(CJD)
	942
	804
	762
	981
	1149

	IP(CJ()
	120
	120
	120
	120
	120

	IE(CJ()
	24
	24
	24
	24
	24

	
	
	
	
	
	

	IP(SZD)
	4848
	4098
	4002
	4104
	4734

	IE(SZD)
	942
	804
	762
	981
	1149

	IP(SZ()
	120
	120
	120
	120
	120

	IE(SZ()
	24
	24
	24
	24
	24


As they represent a family is supported by the structure of their edge orbits of automorphism (Table 8.17 - as given by MOLORD algorithm). 

Table 8.17. Edge Orbits of Automorphism of the Graphs of Figure 8.16.

	G
	A
	B
	C
	D
	E
	F

	G8.56
	(1,2), 

(1,6),

 (1,9)
	(3,13),

(4,14),

(7,10)
	(5,8), (11,12),

(15,16)
	(5,11), (8,16), (12,15)


	(2,3),

(2,4),

(6,7),

(6,14),

(9,10),

(9,13)
	(3,11),

 (4,5),

 (7,16),

(8,14),

(10,15),

(12,13)



	G8.57
	(1,2),

 (1,6), 

(1,9)
	(3,13),

(4,14),

(7,10)
	(5,8), (11,12),

(15,16)
	(5,11), (8,16), (12,15)


	(2,3),

(2,4),

(6,7),

(6,14),

(9,10),

(9,13)
	(3,5),

(4,11),

(7,8),

(14,16),

(10,12),

(13,15),



	G8.58
	(1,2), 

(1,6), 

(1,9)
	(3,13),

(4,14),

(7,10)
	(5,8), (11,12),

(15,16)
	(5,11), (8,16), (12,15)


	(2,3),

(2,4),

(6,7),

(6,14),

(9,10),

(9,13)
	(3,12),

(11,13),

(4,8),

(5,14),

(7,15),

(10,16)



	G8.59
	(1,2), 

(1,6), 

(1,9)
	
	(5,8), (11,12),

(15,16)
	(3,5),

(4,11),

(7,8),

(14,16)

(10,12),

(13,15)
	(2,13),

(3,9),

(2,14),

(4,6),

(6,10),

(7,9)
	(3,12),

(11,13),

(4,8),

(5,14),

(7,15),

(10,16)



	G8.60
	(1,2), 

(1,6), 

(1,9)
	
	(5,8), (11,12),

(15,16)
	
	(2,3),

(2,4),

(6,7),

(6,14),

(9,10),

(9,13)
	(3,12),

(11,13),

(4,8),

(5,14),

(7,15),

(10,16)

(3,5),

(4,11),

(7,8),

(14,16),

(10,12),

(13,15)




It can be seen that, for the first three graphs, G8.56 to G8.58, the orbits denoted by A to E are identical. Only the orbit F is different. These three graphs may be called basic members of the family.

The two remaining graphs  may be viewed as derivative members since G8.59  shows a combination of the F orbits of  G8.57 and G8.58 with a new orbit E,  while G8.60 represent a different combination of the same  F orbits but preserving the E orbit of the basic members of family.  The structure of edge orbits was confirmed by calculating the Wiener index of rank 3 on the distance matrix of their line graphs, 3WD(L1). Any other mixing of the edge orbits (i.e., changing in their connectivity) provides graphs no more belonging to the family of  FH( graphs with girth ( 4.


Another nice property is encountered in G8.57 : the degenerate rearrangements (Figure 8.17). Note that it is the unique member of this family showing such a property. The crossing process herein considered was monocrossing (i.e., a pair of edges interchange one of the two endpoints while the other one remain as an already existing edge belonging to a different orbit – see below) and triplecrossing (i.e., three pairs of edges are interchanged as above mentioned). The trivial full crossing (possible in all basic members of family) was not considered.
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Figure 8.17. Degenerate rearrangements of G8.57 
The degenerate rearrangements of G8.57 are as follows:

(1)  Monocrossing: G8.57 (D/C)           G8.57  

(the boldface pairs are edges belonging to the C orbit)

(a) 
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(2) Triplecrossing: 

(a) G8.57 (F/B)             G8.57  

(the boldface pairs are edges belonging to the B orbit)
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(b) G8.57 (E/B)            G8.57 

(the boldface pairs are edges belonging to the B orbit)
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The graph G8.57-d (Figure 8.17) represents the monocrossing rearrangement (1, c) and G8.57-e denotes the triplecrossing rearrangement (2, b).

When the Manhattan distance, DM, was evaluated by using the calculated sequences, the dissimilarity (increasing) ordering was as follows:

Table 8.18. DM of Structures of Figure 8.16, by TPS

	
	G8.57
	G8.58
	G8.59
	G8.60

	G8.56
	873
	465
	1023
	867

	G8.57
	   0
	708
	432
	678

	G8.58
	
	   0
	672
	582

	G8.59
	
	
	   0
	510


Increasing dissimilarity ordering is:   (G8.57 - G8.59), (G8.56 - G8.58), 

(G8.59 - G8.60), (G8.58 - G8.60), (G8.58 - G8.59), (G8.57  - G8.60), (G8.57  - G8.58), 

(G8.56 - G8.60), (G8.56 - G8.57), (G8.56 - G8.59). 

   Table 8.19. DM of Structures of Figure 8.16, by APS
	
	G8.57
	G8.58
	G8.59
	G8.60

	G8.56
	3582
	2322
	4420
	3558

	G8.57
	     0
	1356
	2142
	1050

	G8.58
	
	     0
	2946
	1580

	G8.59
	
	
	     0
	1534


Increasing dissimilarity ordering is: (G8.57 - G8.60), (G8.57 - G8.58), 

(G8.59 - G8.60), (G8.58 - G8.60), (G8.57 - G8.59), (G8.56 - G8.58), (G8.58 - G8.59), 

(G8.56 - G8.60), (G8.56 - G8.57), (G8.56 - G8.59). 

    Table 8.20 DM of Structures of Figure 8.16, by SPS
	
	G8.57
	G8.58
	G8.59
	G8.60

	G8.56
	54
	57
	69
	18

	G8.57
	 0
	 3
	15
	48

	G8.58
	
	 0
	12
	51

	G8.59
	
	
	 0
	63


Increasing dissimilarity ordering is: (G8.57 - G8.58), (G8.58 - G8.59), 

(G8.57 - G8.59), (G8.56 - G8.60), (G8.57 - G8.60), (G8.58 - G8.60), (G8.56 - G8.57),
(G8.56 - G8.58), (G8.59  - G8.60), (G8.56 - G8.59). 

   Table 8.21. DM of Structures of Figure 8.16, by DDS
	
	G8.57
	G8.58
	G8.59
	G8.60

	G8.56
	30
	30
	30
	12

	G8.57
	 0
	12
	0
	24

	G8.58
	
	 0
	12
	36

	G8.59
	
	
	 0
	24


Increasing dissimilarity ordering is: (G8.57 = G8.59), (G8.57 - G8.58), 

(G8.58 - G8.59), (G8.56 - G8.60), (G8.57 - G8.60), (G8.59 - G8.60), (G8.56 - G8.57), 
(G8.56 - G8.58), (G8.56 - G8.59), (G8.58 - G8.60). 

                              Table 8.22. DM of Structures of Figure 8.16, by CyS
	
	G8.57
	G8.58
	G8.59
	G8.60

	G8.56
	99
	  60
	112
	107

	G8.57
	 0
	111
	  81
	100

	G8.58
	
	   0
	  86
	131

	G8.59
	
	
	   0
	117


Increasing dissimilarity ordering is:  (G8.56 - G8.58), (G8.57 - G8.59), 

(G8.58 - G8.59), (G8.56 - G8.57), (G8.57 - G8.60), (G8.56 - G8.60), (G8.57 - G8.58), 

(G8.56 - G8.59), (G8.59 - G8.60), (G8.58 - G8.60). 

By following the occurrence of graphs within the above pair ordering, the most dissimilar three graphs according to each sequence are:  TPS (G8.56 , G8.57, G8.60); APS (G8.56 , G8.58 , G8.59); SPS (G8.56 , G8.59 , G8.60); DDS (G8.56 , G8.58 , G8.60) and CyS (G8.58 , G8.59 , G8.60), with the most dissimilar three graphs cf. to all five criteria: G8.56 , G8.59 and G8.60 . Conversely, the most similar pair is G8.57 -G8.58. In a larger set of structures such an analysis would be, of course, more reliable.

For other aspects about symmetry and similarity in molecular graphs, the reader can consult refs.1, 98-102 

8.7.  Highly  Symmetric  Structures

A molecular structure having all substructures of a given dimension (i.e., the number of its edges (e() equivalent is called a structure Se transitive. Thus, a transitive structure shows a single orbit of the fragments of  dimension (e(.103


The present section refers to the topological symmetry of some geometrical structures, irrespectively they were already synthesized or are only paper molecules.


In the last two decades, the synthesists have made considerable efforts for building, at molecular level, highly symmetric geometric structures, in the hope that the Euclidean symmetry must induce unexpected molecular properties. Platonic polyhedra: 96, 104 tetrahedron, cube, prism and dodecahedron have been synthesized. In the last years, the fullerenes (polyhedra having faces of five and six atoms) have opened a wide field of research. Many articles deal with the synthesis and  functionalization of fullerenes, but also with related theoretical aspects (quantum chemical or topological calculations). 

Dendrimers, hyper-branched structures, with spherical shape and strictly tailored constitution represent another new field of interest for the scientists also referred to as supramolecules. They can be functionalized and used for simulating enzymatic reactions (i.e., host-guest  reactions105 ).


As a tool for the symmetry perception the MOLORD algorithm43, 53, 106 was chosen. The Layer matrices on which the indices are computed, are given (when needed) in line form.
8.7.1. Cube Orbits of Automorphism


Cube is a polyhedron having 8 vertices and 12 edges all equivalent (i.e., characterized by the same graph-theoretical parameter). Moreover, subgraphs of two edges are topologically indistinguishable. Only the fragments of three edges (and larger) can be separated. Thus, the cube is a structure S0 , S1 and S2 transitive. Figure 8.18 shows the cube orbits of automorphism, with respect to three edge fragments: a{8}; b{24} and c{24} (the number of equivalent fragments given in brackets). Representative fragments are depicted by bold line.


Values of the indices C(LDS)i and X(LDS)i are written under the corresponding structures. The ordering is here less important.

In opposition to the cube, the Möbius cube (Figure 8.18) is only S0 transitive. Its edges (n = 1) show two orbits : a{8} and b{4}. Fragments of two edges (n = 2) show two orbits: a{8} and b{4}. Fragments of three edge (n = 3) show 6 orbits: a{8}; b{8}; c{16}; d{8}; e{8} and f{8}.


The values of indices for the fragments of three edges were derived from the L4 line graph, since the index X(LDS)i  does not discriminate between the fragments of type e and f. These fragments each represent only four distinct (i.e., real) fragments in L0. Of course, other layer matrices and other descriptors may be used for better discriminating of fragments.

Cube:   n = 3; m = 3.
                   
[image: image120.wmf]
 

             a{8}                                   b{24}                                  c{24}

    C(LDS)i    0.0913954                     0.0353079                       0.0942267

                 X(LDS)i    0.1752666                     0.0605440                       0.1296610
Möbius cube;




 n = 1;  m = 1.



n = 2;  m = 2.

             
[image: image121.wmf]
     a{8}
               b{4}


     a{8}
              b{16}

            C(LDS)i    0.2394121     0.1535427                          0.0963721    0.0942267

            X(LDS)i    0.2213018     0.2097303                          0.1325248    0.1296610

n = 3;  m = 4.

[image: image122.wmf]a{8}                    b{8}                  c{16}

d{8}                 e{8}                   f{8}


Figure 8.18. Fragments of cube and Möbius cube and local values SIm(in)

cf.  MOLORD algorithm (fragment occurrence in brackets). 
8.7.2. Homeomorphic Transforms of Tetrahedron


An insertion of vertices of degree two on the edges of a graph is called a homeomorphic transform.46 In molecular graphs such a transformation can be achieved by various fragments: -CH2- (methylene), -CH2-CH2- (ethylene) etc. and it results in the lowering of the strain energy of small rings. Figure 8.19 illustrates some possible homeomorphic transforms of tetrahedron (another Platonic solid104), which, completed by additional connections, could lead to highly symmetric structures. Similar reactions are suggested in Figure 8.20, starting from the Schlegel projection of tetrahedron.
Note that some of the intermediates appearing in Figures  8.19 and 8.20 are real chemical compounds. Among these, adamantane is considered the stabilomere in the series of C10 cyclic hydrocarbons.107 As a molecular graph, adamantane shows two vertex orbits: a{4} and b{6} but its edges are all equivalent (see its line graph  L1, in  Figure 8.21), the graph being S1 transitive. On the other hand, adamantane is a bipartite graph, so it is not surprising that its edges are equivalent whereas its vertices are not. The equivalence of edges (i.e., covalent bonds) in six member rings (practically without tension), condensed by following the tetrahedron faces (see Figure 8.19) explains the exceptional stability of adamantane.


        LDS:
 12 [23,69,92,92]






   L6SRW: 
 12 [93,279,372,372]

   
Figure 8.21. Line graph L1 of adamantane and its matrices LDS and LeSRW.

8. 7. 3. Other Routes for Some Highly Symmetric Structures


Successive transforms of the Möbius cube (Figure 8.22) could lead to the well known, symmetric, graphs: Petersen108 and Heawood,109 respectively. Their actual pictorial representation is Möbius cube patterned.





    Figure 8.19. Homeomorphic transforms of tetrahedron.
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          Cube
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        Triciclo[5.2.1.04,10] decane    Petersen graph
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   Heawood graph
Figure 8.20. Homeomorphic transforms of tetrahedron (Schlegel projections).


[image: image126.wmf]
Figure 8.22. Homeomorphic transforms of Möbius cube.

Furthermore, the Heawood graph can be derived from the cube and the diamantane, a hydrocarbure obtained by condensing two adamantane units, 110  as shown in  Figure  8.23.

[image: image127.wmf]

Figure 8.23. Synthesis of Heawood graph.

From Figures 8.19-8.23 it is obvious that the retrosynthesys of chemical structures eventually based on the Peterson and Heawood graphs could follow various ways and various intermediates.

Finally, the célebre Desargues-Levi graph,111 used as a reaction graph,96 is presented. Diudea47 proposed its derivation from a tetramantane. Figure 8.24 shows this synthesis and the Desargues-Levi graph designed by Randić, as two interlocked adamantanes. 







       Desarues-Levi
          
     Desargues-

	    Tetramantane
	Desargues-Levi graph

	
	    Diudea  representation
	        Randić representation


Figure 8.24.  Synthesis of Desargues-Levi graph from  tetramantane.

Petersen and Heawood graphs, together with  two of  generalized Petersen graphs (see below) are illustrated in Figure 8.25.  Their characterization according to the sequences (see Sect. 8.6) and vertex orbits is further presented. 
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	Petersen Graph

P(5,2) = P(5,3)
	Heawood Graph

H(14,5,-5)

	P( 7,2) = P( 7,5)
= P( 7,3) = P( 7,4)
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	(a)
	(b)
	(c)

	Desargues-Levi Graph (a - c)    =     P(10,3)


Figure 8.25. Highly symmetric graphs.


The sequences of the graphs shown in Figure 8.25 are as follows:

Petersen Graph = P(5,2) = P(5,3)
TPS:


0.0.0.0.0.0.120.360.240

APS:


15.30.60.120.180.240.300.300.120

DDS:


15.30.0.0.0.0.0.0.0

(DS:


0.0.0.0.0.0.0.15.30

CyS:


0.0.0.0.12.10.0.15.10.0

Vertex Orbits:

{all vertices}

Heawood Graph = H(14,5,-5)
TPS:


0.0.0.0.0.0.0.0.672.672.1680.1008.1008

APS:


21.42.84.168.336.504.840.1176.1680.1680.56.1008.504

DDS:


21.42.28.0.0.0.0.0.0.0.0.0.0

(DS:


0.0.0.0.0.0.0.0.0.0.0.42.49

CyS:


0.0.0.0.0.28.0.21.0.84.0.28.0.1

Vertex Orbits:

{all vertices}

Generalized Petersen Graph, P(7,2) = P(7,5) = P(7,3) = P(7,4)
       H(14,6,-4,5,7,-5,4,-6,-5,4,-4,-7,4,-4,5)
TPS:


0.0.0.0.0.0.56.84.392.826.1120.1512.840

APS:


21.42.84.168.301.525.826.1148.1582.868.1596.1176.420

DDS:


21.42.28.0.0.0.0.0.0.0.0.0.0

(DS:


0.0.0.0.0.0.0.0.0.0.0.0.91

CyS:


0.0.0.0.7.7.16.21.14.35.42.28.14.1

Vertex Orbits:

{1,2,3,4,5,6,7}; {8,9,10,11,12,13,14}

Desargues-Levi Graph = P(10,3)
TPS:
    

 0.0.0.0.0.0.0.0.240.240.1440.1200.6240.6480.14160.10080.17760.7440.4560

APS:
    

 30.60.120.240.480.840.1560.80.2000.1600.80.520.680.2000.1720.2160.2080.880.2280

DDS:
    
 
30.60.60.30.10.0.0.0.0.0.0.0.0.0.0.0.0.0.0

(DS:
    

0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.90.100

CyS:
    
 
0.0.0.0.0.20.0.30.0.132.0.150.0.420.0.300.0.100.0.1

Vertex Orbits:    
{all vertices}

A generalized Petersen graph,112, 113 denoted P(n,j), is a cyclic comb graph, composed of a cycle Cn and n branches of unit length. By joining all the terminal vertices of the comb graph with their (clockwise) jth neighbors one obtains the P(n,j) graph. In this notation, the original Petersen graph is P(5,2) = P(5,3). It is a S5 transitive graph, showing various geometric symmetries, function of its pictorial representation.114 For example, the representation in Figure 8.25 the apparent symmetry is D5h. It is neither a FH( graph, nor a Hamiltonian circuit graph (see below). 

A Hamiltonian wheel graph, denoted  H(n,j),113 is constructed by periodic joining of n points of a cycle graph, Cn, clockwise or anticlockwise. In this notation, the Heawood graph is H(14, 5,-5). Some Petersen generalized graphs, such as P(7,2) (= P(7,5) = P(7,3) = P(7,4) ), are at the same time Hamiltonian wheel graphs (possess N-membered circuits - see CyS, in Figure 8.25), such as they may be symbolized like the Heawood graph. However, in many cases, as in the case of P(7,2), such a symbol is cumbersome. This graph is the single FH( graph in Figure 8.25. 

The Desargues-Levi Graph111 (Figure 8.25, a - c) is another example of generalized Petersen graph, symbolized as  P(10,3). It is also an S5 transitive graph. Its cycles are all even-membered ones.


For these graphs, Table 8.23 includes the values of most important topological indices used in this book. 

Table 8.23. Topological Indices of Some Highly Symmetric Graphs

	I
	Petersen
	Heawood
	P(7,2)
	Desargues-Levi

	W
	75
	189
	189
	500

	HDe
	30.0000
	51.3334
	51.3334
	89.5000

	w
	390
	1141
	1183
	3520

	H(e
	5.2083
	7.2692
	7.0000
	10.2632

	
	
	
	
	

	IP(CFD)
	405
	2415
	2499
	11740

	IE(CFD)
	135
	1029
	602
	3000

	IP(CF()
	90
	217
	91
	460

	IE(CF()
	60
	60
	21
	30

	
	
	
	
	

	IP(CJD)
	405
	2415
	2177
	11410

	IE(CJD)
	135
	1029
	602
	3000

	IP(CJ()
	90
	217
	91
	460

	IE(CJ()
	60
	60
	21
	30

	
	
	
	
	

	IP(SZD)
	405
	2779
	2429
	13240

	IE(SZD)
	135
	1029
	602
	3000

	IP(SZ()
	405
	2443
	91
	10090

	IE(SZ()
	135
	1029
	21
	3000
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